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Preface

Audience

This guide explains how to use the diagnostic tools, Oracle Orachk, Oracle Exachk, and Oracle
Trace File Analyzer.

It also explains the prerequisites to install and configure the diagnostic tools.

* Audience

e Documentation Accessibility

» Diversity and Inclusion

* Related Documentation

*  Conventions

e Third-Party License Information

e Fourth-Party Dependencies

Oracle® Autonomous Health Framework Checks and Diagnostics User's Guide provides
conceptual and usage information about the diagnostic tools for the database administrators.

This guide assumes that you are familiar with Oracle Database concepts.

Documentation Accessibility

For information about Oracle's commitment to accessibility, visit the Oracle Accessibility
Program website at http://www.oracle.com/pls/topic/lookup?ctx=acc&id=docacc.

Access to Oracle Support

Oracle customers that have purchased support have access to electronic support through My
Oracle Support. For information, visit http://www.oracle.com/pls/topic/lookup?ctx=acc&id=info
or visit http://www.oracle.com/pls/topic/lookup?ctx=acc&id=trs if you are hearing impaired.

Diversity and Inclusion

ORACLE

Oracle is fully committed to diversity and inclusion. Oracle respects and values having a
diverse workforce that increases thought leadership and innovation. As part of our initiative to
build a more inclusive culture that positively impacts our employees, customers, and partners,
we are working to remove insensitive terms from our products and documentation. We are also
mindful of the necessity to maintain compatibility with our customers' existing technologies and
the need to ensure continuity of service as Oracle's offerings and industry standards evolve.
Because of these technical constraints, our effort to remove insensitive terms is ongoing and
will take time and external cooperation.
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Related Documentation

For more information, see the following Oracle resources:

Related Topics

Conventions

Oracle Database Concepts

Oracle Database Upgrade Guide

Oracle Grid Infrastructure Installation and Upgrade Guide

Oracle Real Application Clusters Installation Guide for Linux and UNIX

Oracle Real Application Clusters Installation Guide for Microsoft Windows

The following text conventions are used in this document:

Convention Meaning

boldface Boldface type indicates graphical user interface elements associated with an

action, or terms defined in text or the glossary.

italic Italic type indicates book titles, emphasis, or placeholder variables for which

you supply particular values.

monospace Monospace type indicates commands within a paragraph, URLs, code in

examples, text that appears on the screen, or text that you enter.

Third-Party License Information

Oracle Autonomous Health Framework consumes third-party code. Oracle is required to
provide the following notices. Note, however, that the Oracle program license that
accompanied this product determines your right to use the Oracle program, including the third-
party software, and the terms contained in the following notices do not change those rights.

For more information, see Oracle Autonomous Health Framework Licensing Information User
Manual.

Fourth-Party Dependencies

Fourth Party Dependency: numpy

Python Package : numpy

Version >=1.14.3

Maintainer/Licensor: NumPy Developers
License: BSD License

Page : https://pypi.org/project/numpy/

Copyright © 2005-2019, NumPy Developers.
All rights reserved.
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Redistribution and use in source and binary forms, with or without modification, are permitted
provided that the following conditions are met:

Redistributions of source code must retain the above copyright notice, this list of conditions
and the following disclaimer.

Redistributions in binary form must reproduce the above copyright notice, this list of conditions
and the following disclaimer in the documentation and/or other materials provided with the
distribution.

Neither the name of the NumPy Developers nor the names of any contributors may be used to
endorse or promote products derived from this software without specific prior written
permission.

THIS SOFTWARE IS PROVIDED BY THE COPYRIGHT HOLDERS AND CONTRIBUTORS
“AS IS” AND ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED
TO, THE IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A
PARTICULAR PURPOSE ARE DISCLAIMED. IN NO EVENT SHALL THE COPYRIGHT
OWNER OR CONTRIBUTORS BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL,
SPECIAL, EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT
LIMITED TO, PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES; LOSS OF USE,
DATA, OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON ANY
THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT LIABILITY, OR TORT
(INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF
THIS SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.

Fourth Party Dependency: python-dateutil

Python Package : python-dateutil

Version >=2.5.0

Author: Gustavo Niemeyer

Maintainer: Paul Ganssle

License: Apache Software License, BSD License (Dual License)
Page : https://pypi.org/project/python-dateutil/

Redistribution and use in source and binary forms, with or without modification, are permitted
provided that the following conditions are met:

1. Redistributions of source code must retain the above copyright notice, this list of conditions
and the following disclaimer.

2. Redistributions in binary form must reproduce the above copyright notice, this list of
conditions and the following disclaimer in the documentation and/or other materials provided
with the distribution.

3. Neither the name of the copyright holder nor the names of its contributors may be used to
endorse or promote products derived from this software without specific prior written
permission.

THIS SOFTWARE IS PROVIDED BY THE COPYRIGHT HOLDERS AND CONTRIBUTORS
"AS IS" AND ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED
TO, THE IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A
PARTICULAR PURPOSE ARE DISCLAIMED. IN NO EVENT SHALL THE COPYRIGHT
HOLDER OR CONTRIBUTORS BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL,
SPECIAL, EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT
LIMITED TO, PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES; LOSS OF USE,
DATA, OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON ANY
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THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT LIABILITY, OR TORT
(INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF
THIS SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.

Fourth Party Dependency: pytz

Author: Stuart Bishop <stuart@stuartbishop.net>

License: MIT license.

This code is also available as part of Zope 3 under the Zope Public License, Version 2.1 (ZPL).
Page: http://pytz.sourceforge.net/#license

Permission is hereby granted, free of charge, to any person obtaining a copy of this software
and associated documentation files (the "Software"), to deal in the Software without restriction,
including without limitation the rights to use, copy, modify, merge, publish, distribute,
sublicense, and/or sell copies of the Software, and to permit persons to whom the Software is
furnished to do so, subject to the following conditions:

The above copyright notice and this permission notice shall be included in all copies or
substantial portions of the Software.

THE SOFTWARE IS PROVIDED "AS IS", WITHOUT WARRANTY OF ANY KIND, EXPRESS
OR IMPLIED, INCLUDING BUT NOT LIMITED TO THE WARRANTIES OF
MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE AND NONINFRINGEMENT.
IN NO EVENT SHALL THE AUTHORS OR COPYRIGHT HOLDERS BE LIABLE FOR ANY
CLAIM, DAMAGES OR OTHER LIABILITY, WHETHER IN AN ACTION OF CONTRACT,
TORT OR OTHERWISE, ARISING FROM, OUT OF OR IN CONNECTION WITH THE
SOFTWARE OR THE USE OR OTHER DEALINGS IN THE SOFTWARE.

Fourth Party Dependency: six

Python Package : six

Version > =1.5

Author: Benjamin Peterson
License: MIT License (MIT)

Page : https://pypi.org/project/six/
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Changes in this Release

Changes in this Release

This preface lists changes in the Oracle Autonomous Health Framework Checks and
Diagnostics User's Guide 24.5.

A New CLI Option to Run an AHF Balance Fleet Report on an Enterprise Manager (EM)
Group of Clusters

AHF 24.5 introduces a new CLI option that allows you to run a Balance Fleet Report on an
Enterprise Manager (EM) group of clusters. The --em-group flag is designed to work with
the --scope fleet option. This feature enables administrators to efficiently manage and
optimize their cluster resources by generating comprehensive fleet reports.

Oracle Trace File Analyzer Filters Out Small Trace Files from Being Collected

AHF 24.5 introduces enhancements to the Oracle Trace File Analyzer, allowing for more
efficient diagnostic collection by filtering out duplicate small trace files that may be
redundant or uninformative.

Data Guard Health Report Included in AHF Insights
AHF Insights now includes comprehensive Data Guard Configuration and Health Reports.

System Health Metrics Available on First Failure

AHF can now be configured to automatically collect real-time system health metrics,
ensuring they are available at the time of a failure and included within diagnostic
collections. These metrics, such as CPU, memory, and IO consumers, are invaluable to
Oracle Support for diagnosing Service Requests.

Discovery of Nodes and Switches on Dom0
AHF compliance discovery has been enhanced to automatically detect nodes and switches
on DomO.

Security Checks Section in Oracle Orachk and Oracle Exachk Reports
Beginning with AHF 24.5, Oracle Orachk and Oracle Exachk reports include a new
Security section that consolidates all best practice security-related checks.

New Oracle Orachk and Oracle Exachk Best Practice Checks
Release 24.5 includes the following new Oracle Orachk and Oracle Exachk best practice
checks.

A New CLI Option to Run an AHF Balance Fleet Report on an
Enterprise Manager (EM) Group of Clusters

ORACLE

AHF 24.5 introduces a new CLI option that allows you to run a Balance Fleet Report on an

Enterprise Manager (EM) group of clusters. The --em-group flag is designed to work with the
--scope fleet option. This feature enables administrators to efficiently manage and optimize
their cluster resources by generating comprehensive fleet reports.

How to Run a Fleet Report on an EM Group of Clusters

Specify the EM Group Name: Use the EM Group name as the fleet name and include the
--em-group flag in your command.
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« Existing or New Groups: You can use an existing EM Group or create a new group of
clusters. For example, create an EM Group for each data center to run a Balance Fleet
report for a specific data center.

For more information about EM Groups, see Managing Groups in the Oracle® Enterprise
Manager Cloud Control Monitoring Guide.

# Note:

* The --em-group flag is mutually exclusive with the --clusters option. This
means you cannot use both flags simultaneously.

* The --em-group flag must be used with the --scope fleet option.

To create a fleet report for an EM Group of clusters, use the following command:

ahf analysis create --type impact --scope fleet --name <em-group-name> --em-
group

Replace em-group-name with the name of your EM Group. This command will generate a
Balance Fleet report, with the EM Group name appearing in the HTML Fleet report as the
name of the fleet.

For example:

ahf analysis create --type impact --scope fleet --name testgroup --em-group
Starting analysis and collecting data for impact

Report is generated at : /scratch/testuser/view storage/bagleeso tfal/work/
oracle.ahf/data/testnode/
diag/balance/user testuser/fleet 020424 225851580 UTC.html

Related Topics

e ahf analysis
Use the ahf analysis command to generate AHF Insights and AHF Balance reports.

e Managing Groups

Oracle Trace File Analyzer Filters Out Small Trace Files from
Being Collected

ORACLE

AHF 24.5 introduces enhancements to the Oracle Trace File Analyzer, allowing for more
efficient diagnostic collection by filtering out duplicate small trace files that may be redundant or
uninformative.

New Filter for Small Files:

e Anewfilter, collection.smallfiles.filter, has been introduced to filter out database
foreground and background logs and CRS client logs.

e Thisfilter is set to 'OFF' by default. You can enable it by setting it to 'ON' to start filtering
out small trace files.
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Changes in this Release

For example:

tfactl set collection.smallfiles.filter=0ON
tfactl set collection.smallfiles.filter=0FF

Customizable Size Threshold:

e You can customize the size threshold for these files using the
collection.smallfile.sizefilter parameter.

e The valid range for this parameter is between 8 KB and 1 MB, with a default value of 8 KB.

Filtering Process:

« If afile's size is greater than or equal to the threshold set by
collection.smallfile.sizefilter, it will be collected.

« If afile's size is less than the threshold, only one file among those of similar size will be
collected, and the rest will be skipped. Similar size means that the difference between the
file sizes is less than 8 bytes.

For example:

tfactl set collection.smallfile.sizefilter=10KB

Filtering All Foreground Database Logs: You can filter out all foreground database logs,
regardless of their size, by using the -nodbforegroundfiles flag in the tfactl diagcollect
command.

For example:

tfactl diagcollect <other parameters> -nodbforegroundfiles

These enhancements help reduce the time and space required for Oracle Trace File Analyzer
to collect and redact diagnostics, especially when dealing with a large number of small trace
files.

Related Topics

* tfactl set
Use the tfactl set command to enable or disable, or modify various Oracle Trace File
Analyzer functions.

« tfactl diagcollect
Use the tfactl diagcollect command to perform on-demand diagnostic collection.

Data Guard Health Report Included in AHF Insights

ORACLE

AHF Insights now includes comprehensive Data Guard Configuration and Health Reports.

Previously, troubleshooting health and performance issues in Data Guard required collecting
diagnostics from multiple sources, making the process cumbersome and error-prone. This
enhancement simplifies the troubleshooting of Data Guard health and performance issues.

The AHF Insights report within a diagnostic collection for Data Guard includes a new Data
Guard section, which shows:

e Configuration
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e Metrics

e Log switch interval heatmap
e Archive log size

*  Process CPU utilization

To generate a diagnostic collection with Data Guard Insights, run:

tfactl diagcollect -srdc dbdataguard

For more information, see Explore Diagnostic Insights.

Related Topics

*  Explore Diagnostic Insights
Autonomous Health Framework Insights (AHF Insights) provides deeper diagnostic
insights into Oracle diagnostic collections collected by AHF diagnostic utilities, Oracle
Exachk, Oracle Trace File Analyzer, Exawatcher, and Cluster Health Monitor.

System Health Metrics Available on First Failure

AHF can now be configured to automatically collect real-time system health metrics, ensuring
they are available at the time of a failure and included within diagnostic collections. These
metrics, such as CPU, memory, and IO consumers, are invaluable to Oracle Support for
diagnosing Service Requests.

* Automatic Collection: AHF can capture system health metrics automatically, ensuring
that critical data is available immediately upon failure.

* Included in Diagnostic Collections: The collected system health metrics are integrated
into diagnostic collections, providing comprehensive data for troubleshooting.

To enable the automatic collection of system health metrics, use the following command:

ahf confiquration set --property ahf.collectors.enhanced os metrics --value on

Related Topics

e ahf configuration
Use the ahf configuration command to change AHF configuration.

Discovery of Nodes and Switches on Dom0

AHF compliance discovery has been enhanced to automatically detect nodes and switches on
DomoO.

Previously, users had to manually provide the cluster nodes and switches when running on a
KVM host. With this update, compliance simplifies the process by using components already
configured using AHF to run checks on DomQ. This ensures that all relevant components are
accurately detected and included in compliance checks.
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Security Checks Section in Oracle Orachk and Oracle Exachk
Reports

Beginning with AHF 24.5, Oracle Orachk and Oracle Exachk reports include a new Security
section that consolidates all best practice security-related checks.

The Security section contains selected controls that may impact the overall security of a
system.

Security controls are typically reviewed for impact against Confidentiality, Integrity, and
Availability (CIA). The National Institute of Standards and Technology (NIST) definition of CIA
is as follows:

* Confidentiality: Preserving authorized restrictions on information access and disclosure,
including means for protecting personal privacy and proprietary information

* Integrity: Guarding against improper information modification or destruction and ensuring
information non-repudiation and authenticity

* Availability: Ensuring timely and reliable access to and use of information

Figure 1 Security checks for Database Server

Security checks for Database Server

Status Type Description Status On Details
FAIL | OS Check Verify the Name Service Cache Daemon (NSCD) configuration All Database Servers View
FAIL | OS Check Validate Grid Infrastructure owner password on Database server | All Database Servers View
FAIL | OS Check Validate dbmadmin password on Database server All Database Servers View
FAIL | OS Check Validate dbmmonitor password on Database server All Database Servers View
FAIL | ORACLE HOME Check | Validate RDBMS software owner password on Database server | All ORACLE HOME's View
FAIL | Database Check Validate database user sys password machinel:0RCL, machine2:0RCL, machine3:DB7AORCL | View
FAIL | OS Check Validate root password on Database server All Database Servers View

WARN | OS Check SELinux status All Database Servers View
PASS | OS Check Validate network configuration files All Database Servers View
PASS | Database Check Validate database user sys password machine1:0RCL, machine2:0RCL, machine3:DB7ZAORCL | View
PASS | ORACLE_HOME Check | Validate network configuration files in RDBMS homes All ORACLE_HOME's View
PASS | OS Check Verify DSA authentication is not supported for SSH equivalency | All Database Servers View

For more information about general security guidelines, refer to Oracle Exadata Database
Machine Security FAQ (Doc ID 2751741.1).

New Oracle Orachk and Oracle Exachk Best Practice Checks

Release 24.5 includes the following new Oracle Orachk and Oracle Exachk best practice
checks.

Best Practice Checks Common to Both Oracle Orachk and Oracle Exachk

1. Verify clusterware internal patch metadata matches grid home OPatch inventory
2. Transport Lag <= 30 Seconds

3. Apply Lag <= 30 Seconds
4

Data Guard Ready for Failover
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5. Data Guard Ready for Switchover

All checks can be explored in more detail via the Health Check Catalogs:
Related Topics

e Oracle Orachk Health Check Catalog

e Oracle Exachk Health Check Catalog
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AHF Release 23.6
AHF Release 23.5
AHF Release 23.4
AHF Release 23.3
AHF Release 23.2
AHF Release 23.1

AHF Release 24.4

ORACLE

Preserving Oracle Database 23ai Availability and Performance From Day One
AHF is included and fully integrated with Oracle Database 23ai.

Node Eviction Detection and Resolution
AHF Insight now provides a single page problem summary for node evictions, showing the
detected node restart, the cause, evidence, and resolution steps.

Ability to Downgrade AHF
AHF now supports downgrading to the last version previously upgraded from, as long as it
is less than 6 months old.

Automatic Diagnostic Collection for Database Anomalies
AHF can now be configured to automatically collect diagnostic collections whenever it
detects certain database performance anomalies.

Faster AHF Insights Report Generation
Insights report generation has been optimized to be twice as fast as previous releases.

Insights Accessibility Improvements
Accessibility improvements have been made to AHF Insights, home button, navigation,
and drawers.
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* Diagnose and Resolve ORA-04030 using AHF
Oracle Database has published a new AHF Fix Flow article and video, showing how to use
AHF to diagnose and resolve ORA-04030 errors.

* New Oracle Orachk and Oracle Exachk Best Practice Checks
Release 24.4 includes the following new Oracle Orachk and Oracle Exachk best practice
checks.

Preserving Oracle Database 23ai Availability and Performance From Day

One

AHF is included and fully integrated with Oracle Database 23ai.
Oracle announced Database 23ai general availability, with a focus on three key areas:

« Al for Data
¢ Dev for Data
e Mission Critical for Data

Oracle Autonomous Health Framework is fully integrated and included with Oracle Database
23ai out of the box. The first version of Oracle Database 23ai ships with AHF 24.2 and every
future Release Update (RU) will include new AHF releases.

Use AHF Insights to:

e Proactively view Oracle Database 23ai health checks, which check for and recommend
resolutions to drifts from best practice configuration.

e Take a bird's-eye view of your Oracle Database 23ai system

« Explore Oracle Database 23ai diagnostics, with Al powered anomaly detection and
timeline analysis

For more information about Oracle Database 23ai see Oracle Database 23ai Free.

Node Eviction Detection and Resolution

ORACLE

AHF Insight now provides a single page problem summary for node evictions, showing the
detected node restart, the cause, evidence, and resolution steps.

Node evictions are one of the most problematic Oracle Grid Infrastructure (Gl) issues. They
can have a huge impact on service performance and used to be difficult to resolve, often
requiring long engagements with Oracle Support to diagnose.

AHF now automatically detects node evictions and generates a diagnostic collection containing
an AHF Insights report.

The Insights report provides a single page problem summary, which brings together all data
from AHF components to show simply and succinctly what happened and how to avoid it in the
future.

Detected node evictions are shown in the Problems panel of the Insights dashboard. From
there users can drill-down to a specific node eviction.

The page presents the Problem Summary containing:

*  Problem - including which node was restarted and at what time.

* Reason — explaining why the node was restarted.
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e Cause — explaining the root cause.

« Evidence — providing a bullet list audit trail detailing relevant operating system and
database resource metrics, which were out of normal range leading up to the event.

* Resolution Steps — detailing in simple terms exactly how to resolve the problem.

Evidence is expandable, showing charts or log details to confirm the evidence.

This release provides the ability to detect node evictions caused by HugePages over
allocation. Future releases will continue to expand to identify other node eviction causes.

An AHF Insights report can also be generated on-demand by running:

ahf analysis create --type insights

Related Topics

*  Explore Diagnostic Insights
Autonomous Health Framework Insights (AHF Insights) provides deeper diagnostic
insights into Oracle diagnostic collections collected by AHF diagnostic utilities, Oracle
Exachk, Oracle Trace File Analyzer, Exawatcher, and Cluster Health Monitor.

Ability to Downgrade AHF

ORACLE

AHF now supports downgrading to the last version previously upgraded from, as long as it is
less than 6 months old.

AHF is installed with Grid Infrastructure, which also supports downgrading, however after a Gl
downgrade AHF used to become unusable because of broken GI Python and JDK
dependencies.

Additionally, customers who had performed an AHF install outside of Gl were unable to
downgrade, without losing configuration and event data.

This was because the AHF installer would prevent a new install if it found a more recent
version on the system. Customers had to uninstall the current version and reinstall an older
one, there was no way to retain configuration or event data, which resulted in its loss.

Now AHF supports downgrading to the last version previously upgraded from, if it is less than 6
months old. 24.4 is the first version you will be able to downgrade to.

During the downgrade process, AHF will:

1. Export configuration and event data from the installed version.
2. Remove the installed binaries.

3. Install the older binaries.

4. Import the exported configuration and event data.

To perform a downgrade:

1. Find your eligible downgrade target version by running:
ahf software get-downgrade-target [--version] [-location]
2. Validate AHF Installer by running:

ahf software validate-downgrade-installer --installer <installer file>
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3. Run the following command using the downgrade target AHF installer:

ahf setup -downgrade

If you do not have access to the AHF installer from the previous version, contact Oracle
Support to obtain it.

Related Topics

e Oracle Autonomous Health Framework Installation Command-Line Options
Understand the options that you can supply to the Oracle Autonomous Health Framework
installer script to customize the installation.

e ahf software
Use the ahf software command to retrieve the details of AHF software, Monthly
Recommended Patches (MRP), get downgrade target, validate downgrade installer, get
update history, and get downgrade history.

Automatic Diagnostic Collection for Database Anomalies

AHF can now be configured to automatically collect diagnostic collections whenever it detects
certain database performance anomalies.

Often by the time database performance anomalies are reported, it can be too late to capture
important real-time diagnostic data.

AHF can now detect the following database anomalies and trigger an automatic diagnostic
collection:

e Controlfile Enqueue Hang
* Log File Sync Hang

The resulting collection contains all real-time data required for Oracle Support to help resolve
the problem, from first failure.

To enable automatic anomaly collection run:

tfactl set chaAutoCollect=<on|off> -c

Related Topics

*  Collecting Problems Detected by Oracle Cluster Health Advisor
Configure Oracle Cluster Health Advisor to automatically collect diagnostics for abnormal
events, and send email notifications.

Faster AHF Insights Report Generation

ORACLE

Insights report generation has been optimized to be twice as fast as previous releases.

Customers rely on AHF Insights for a bird’s-eye view of the entire system. It helps spot
problems, drill into their root cause and understand how to resolve.

Insights report generation has now been optimized to be much faster. Internal testing shows
AHF Insights is now twice as fast as previous releases to generate the report. AHF Insights is
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automatically included within AHF diagnostic collections. It can also be generated on-demand
using the command:

ahf analysis create --type insights

Transfer the resulting zip to a system with browser support, extract it and open index.html.

Related Topics

»  Explore Diagnostic Insights
Autonomous Health Framework Insights (AHF Insights) provides deeper diagnostic
insights into Oracle diagnostic collections collected by AHF diagnostic utilities, Oracle
Exachk, Oracle Trace File Analyzer, Exawatcher, and Cluster Health Monitor.

Insights Accessibility Improvements

ORACLE

Accessibility improvements have been made to AHF Insights, home button, navigation, and
drawers.

Accessibility refers to the design and implementation of digital products and environments that
are usable by all people, regardless of their abilities or disabilities. This includes ensuring that
people with disabilities can perceive, understand, navigate, and interact with digital content and
interfaces effectively.

As part of the efforts to provide the most accessible experience to our users, we are happy to
introduce the next accessibility features for 24.4;

Accessible Home Button

Revamped the Home tab to make it more user-friendly, especially for those using screen
readers. Now, it behaves exactly like a tab should, eliminating any confusion caused by its
previous behavior as a button.

Accessible Navigation:

Following on from the Insights Accessibility Improvements, this has now been replicated
across the rest of Insights.

The old pagination component has been replaced with a sleek new scrollbar, making it easier
to navigate through content without losing focus. The new scrollbar ensures a seamless
browsing experience, especially for the users using screen readers.

Here are all the sections that include the new scrollbar:

« CLUSTER

+  RECOMMENDED SOFTWARE
« DATABASES

* RPMLIST

- DB PARAMETERS

« KERNEL PARAMS

*  SPACE ANALYSIS

Introducing Drawers:

Insights now uses drawers instead of expanding rows. As well as enhancing accessibility with
built-in support for screen readers, the new draws bring a more streamlined look to the page.
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Here are the sections using drawers in this release:
e PATCH ANALYSIS
 DATABASES

To get started with AHF Insights run ahf analysis create --type insights in the resulting
zip file open the index.html.

Diagnose and Resolve ORA-04030 using AHF

Oracle Database has published a new AHF Fix Flow article and video, showing how to use
AHF to diagnose and resolve ORA-04030 errors.

The error “ORA-04030: out of process memory when trying to allocate bytes“, occurs
when an Oracle process runs out of operating system memory.

The error is caused by either:

*  Exhausting total machine physical memory
» Exhausting designated space in the Program Global Area (PGA)

The AHF team have created a new Fix Flow article showing how to use AHF to collect
diagnostic collections for this error. The article explains why the error occurs and gives step-by-
step guidance to use AHF to capture a diagnostic collection, then how to use it to either find a
resolution or get more help from Oracle Support.

Read more about ORA-04030.

For more information for how AHF can help resolve database issues see the user guide on
Resolve Database Issues.

New Oracle Orachk and Oracle Exachk Best Practice Checks

Release 24.4 includes the following new Oracle Orachk and Oracle Exachk best practice
checks.

Best Practice Checks Common to Both Oracle Orachk and Oracle Exachk
e Verify no obsolete patches installed in ORACLE_HOME.

e Dedicated Tablespace for Unified Audit Trail

All checks can be explored in more detail via the Health Check Catalogs:
Related Topics

e Oracle Orachk Health Check Catalog

e Oracle Exachk Health Check Catalog

AHF Release 24.3

ORACLE

» Diagnose and Resolve ORA-04031 and ORA-07445 Using AHF
Oracle Database has published two AHF Fix Flow articles and a video, showing how to
use AHF to diagnose and resolve ORA-04031 and ORA-07445 errors.

e Compliance Checks for GoldenGate Microservices Architecture
AHF now support compliance checks for GoldenGate Microservices Architecture.
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* Insights Accessibility Improvements
As part of the efforts to provide the most accessible experience to our users, AHF 24.3
introduces the next accessibility features.

* Enhancements to Unified AHF CLI
The AHF release 24.3 adds new command options to ahf analysis create, ahf
configuration set, ahf configuration get, ahf configuration unset, and ahf
configuration check.

* New Oracle Orachk and Oracle Exachk Best Practice Checks
Release 24.3 includes the following new Oracle Orachk and Oracle Exachk best practice
checks.

Diagnose and Resolve ORA-04031 and ORA-07445 Using AHF

Oracle Database has published two AHF Fix Flow articles and a video, showing how to use
AHF to diagnose and resolve ORA-04031 and ORA-07445 errors.

ORA-04031: unable to allocate bytes of shared memory, occurs because more shared
memory was needed than was available.

ORA-07445 exception encountered: core dump, can happen anywhere within Oracle code.
It's caused by an operating system exception occurring which should result in the creation of a
core file.

Both of these error are frequently seen by Database customers.

The AHF team have created two new Fix Flow articles showing how to use AHF to collect
diagnostic collections for either error. Each article explains why the error occurs and gives
step-by-step guidance to use AHF to capture a diagnostic collection, then how to use it to
either find a resolution or get more help from Oracle Support.

For more information, see Resolve Database Issues.

Related Topics
¢ ORA-04031 Fix Flow
e ORA-07445 Fix Flow

* Resolve Database Issues

Compliance Checks for GoldenGate Microservices Architecture

AHF now support compliance checks for GoldenGate Microservices Architecture.

AHF has supported compliance checks against GoldenGate classic for several years. This
release now expands that support to include GoldenGate Microservices Architecture.

To run the new GoldenGate compliance checks configure the REST connection details by
running:

ahf configuration set --type goldengate --all
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Then run either Orachk and Exachk with the goldengate profile:

orachk -profile goldengate

exachk -profile goldengate

Related Topics

¢ Oracle GoldenGate Microservices Architecture

Insights Accessibility Improvements

ORACLE

As part of the efforts to provide the most accessible experience to our users, AHF 24.3
introduces the next accessibility features.

Accessibility refers to the design and implementation of digital products and environments that
are usable by all people, regardless of their abilities or disabilities. This includes ensuring that
people with disabilities can perceive, understand, navigate, and interact with digital content and
interfaces effectively.

Accessible Home Button

Revamped Home tab to make it more user-friendly, especially for those using screen readers.
Now, it behaves exactly like a tab should, eliminating any confusion caused by its previous
behavior as a button.

Enhanced Accessibility within Home Page Regions

Support for screen readers to all items within the Topology and Insights sections in Home
page. This means that users relying on screen readers can now easily identify and understand
each item they’re focusing on along with the valuable information it provides.

Accessible Navigation in Timeline

Replaced the old pagination component in Timeline it with a sleek new scroll bar, making it
easier for you to navigate through content without losing focus. The new scroll bar ensures a
seamless browsing experience, specially for the users using screen readers.

Introducing Accordions

Now, within the Best Practice Issues section, you'll find accordions that act as top-level
details for each check. When expanded, these accordions reveal check-related data points,
providing you with a clear and organized view of the information you need. This not only
preserves the functionality of the previous layout but also eliminates the nested tables pattern,
ensuring better accessibility support for all users, including those relying on screen readers.
With this update, accessing and understanding your reports has never been easier!

For more information, see Explore Diagnostic Insights.

Related Topics

»  Explore Diagnostic Insights
Autonomous Health Framework Insights (AHF Insights) provides deeper diagnostic
insights into Oracle diagnostic collections collected by AHF diagnostic utilities, Oracle
Exachk, Oracle Trace File Analyzer, Exawatcher, and Cluster Health Monitor.
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Enhancements to Unified AHF CLI

The AHF release 24.3 adds new command options to ahf analysis create, ahf
configuration set, ahf configuration get, ahf configuration unset, and ahf
configuration check.

* ahf analysis create --type insights --tag <tag>

e ahf configuration set --type upload <options>

e ahf configuration get --property reposizeMB

e ahf configuration get --property repositorydir

e ahf configuration get --type upload <options>

e ahf configuration unset --type upload <options>

* ahf configuration check --type upload --name <upload config>
e ahf confiquration check --type fleet-insights

Additionally, AHF 24.3 adds a command option --to-json for rendering the output in JSON
format. Except for ahf software get-mrp-level --oracle-home <oracle-home>, US€ --to-
json when you run any ahf command.

ahf software get-version --component ahf --to-json
{
"api invocation": {
"api": "categories.software.version",
"args": [],
"kwargs": {}
}I
"version": "24.3.0",
"ahf version": "24.3.0",
"tfa version": "",
"compliance version": "",
"compliance metadata version": "",
"build timestamp": "20240305221412"

Related Topics

e ahf analysis
Use the ahf analysis command to generate AHF Insights and AHF Balance reports.

e ahf configuration
Use the ahf configuration command to change AHF configuration.

e ahf observer
Use the ahf observer command to retrieve status of AHF components.

« ahf software
Use the ahf software command to retrieve the details of AHF software, Monthly
Recommended Patches (MRP), get downgrade target, validate downgrade installer, get
update history, and get downgrade history.

* ahf data
Use the ahf data command to retrieve information about AHF repositories.
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New Oracle Orachk and Oracle Exachk Best Practice Checks

Release 24.3 includes the following new Oracle Orachk and Oracle Exachk best practice
checks.

Best Practice Checks Common to Both Oracle Orachk and Oracle Exachk

*  Verify no orphaned files exist in ASM

Oracle Orachk Specific Best Practice Checks

e Verify grid inventory node list

Oracle Exachk Specific Best Practice Checks

* Exadata Critical Issue EX85

All checks can be explored in more detail via the Health Check Catalogs:
Related Topics

e Oracle Orachk Health Check Catalog

e Oracle Exachk Health Check Catalog

AHF Release 24.2

ORACLE

* Enhancement to tfactl purge Command
The AHF release 24.2 adds new tfactl purge options for deleting collections and log files
from AHF components.

e Combine Diagnostics From All Machines in a Single Zip File
The AHF release 24.2 adds a new tfactl diagcollect option -singlearchive for
merging remote zip files into a single zip file on the initiating node.

e Enhancements to Unified AHF CLI
The AHF release 24.2 adds new actions and options to ahf, ahf configuration, and ahf
software, and a new command ahf data.

« Enhancement to tfactl diagcollect to Collect Exadata Netdiag Output Files
AHF can now collect Netdiag output files on Exadata systems as part of -os component
diagnostic collection.

* Enhancement to SRDCs to Collect Audit Vault Server Logs
The AHF release 24.2 adds a new SRDC avs to collect Audit Vault Server logs.

* Insights in Diagnostic Collections
AHF diagnostic collection zips now include a sub-zip named
<machine> insights <time>.zip containing the Insights report. This makes it
quicker and easier to understand and resolve problems.

* Insights for Single Instance Systems
With AHF 24.2 Insights now adds support for single instance Linux systems.

« Diagnose and Resolve ORA-00600 Using AHF
ORA-00600 is a generic internal error. It indicates the relevant process has encountered a
low-level unexpected condition — which typically means a bug. The impact can vary from
just being an annoyance that shows up in logs occasionally, to something major that brings
the database down.
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*  Troubleshooting Option to fix Oracle Trace File Analyzer Fails to Collect Diagnostic Traces
Issue
The AHF release 24.2 includes a troubleshooting option to fix Oracle Trace File Analyzer
failing to collect diagnostic traces of components such as CRS, DB, ASM, and so on issue.

* Latest Python and Java Third-Parties
AHF has upgraded the versions of Python and Java third-party software to fix Common
Vulnerabilities and Exposures (CVES).

Enhancement to tfactl purge Command

The AHF release 24.2 adds new tfactl purge options for deleting collections and log files
from AHF components.

Related Topics

e tfactl purge
Use the tfactl purge command to delete collections and log files from AHF components
from the local node.

Combine Diagnostics From All Machines in a Single Zip File

The AHF release 24.2 adds a new tfactl diagcollect option -singlearchive for merging
remote zip files into a single zip file on the initiating node.

For example:

tfactl diagcollect -last 1d -os -singlearchive

tfactl diagcollect -last lh -singlearchive -par <par url>

Related Topics

e tfactl diagcollect
Use the tfactl diagcollect command to perform on-demand diagnostic collection.

Enhancements to Unified AHF CLI

ORACLE

The AHF release 24.2 adds new actions and options to ahf, ahf configuration, and ahf
software, and a new command ahf data.

Related Topics

o ahf
Use the ahf command to generate diagnostic analysis report, generate AHF Balance
reports, and query the version of AHF running on the local node.

e ahf configuration
Use the ahf configuration command to change AHF configuration.

* ahf software
Use the ahf software command to retrieve the details of AHF software, Monthly

Recommended Patches (MRP), get downgrade target, validate downgrade installer, get
update history, and get downgrade history.

* ahf data
Use the ahf data command to retrieve information about AHF repositories.
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Enhancement to tfactl diagcollect to Collect Exadata Netdiag Output Files

AHF can now collect Netdiag output files on Exadata systems as part of -os component
diagnostic collection.

To ensure netdiag files are included within a collection use the command:

tfactl diagcollect -os -last 1lh

Related Topics

*  Collecting from Specific Components

Enhancement to SRDCs to Collect Audit Vault Server Logs

The AHF release 24.2 adds a new SRDC avs to collect Audit Vault Server logs.

Related Topics

e Oracle Trace File Analyzer Service Request Data Collections (SRDCs)
Oracle Trace File Analyzer Service Request Data Collections (SRDCs) enable you to
quickly collect the right diagnostic data.

e Collecting from Specific Components

Insights in Diagnostic Collections

AHF diagnostic collection zips now include a sub-zip named
<machine> insights <time>.zip containing the Insights report. This makes it quicker
and easier to understand and resolve problems.

Related Topics

*  Explore Diagnostic Insights
Autonomous Health Framework Insights (AHF Insights) provides deeper diagnostic
insights into Oracle diagnostic collections collected by AHF diagnostic utilities, Oracle
Exachk, Oracle Trace File Analyzer, Exawatcher, and Cluster Health Monitor.

Insights for Single Instance Systems

ORACLE

With AHF 24.2 Insights now adds support for single instance Linux systems.

To generate an Insights report, run:

ahf analysis create --type insights

Transfer the resulting zip to a system with browser support, extract it, and open index.html.

Related Topics

*  Explore Diagnostic Insights
Autonomous Health Framework Insights (AHF Insights) provides deeper diagnostic
insights into Oracle diagnostic collections collected by AHF diagnostic utilities, Oracle
Exachk, Oracle Trace File Analyzer, Exawatcher, and Cluster Health Monitor.
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Diagnose and Resolve ORA-00600 Using AHF

ORA-00600 is a generic internal error. It indicates the relevant process has encountered a low-
level unexpected condition — which typically means a bug. The impact can vary from just being
an annoyance that shows up in logs occasionally, to something major that brings the database
down.

For more information, see Resolving ORA-00600 Internal Error Codes.

Related Topics
* Resolving ORA-00600 Internal Error Codes

Troubleshooting Option to fix Oracle Trace File Analyzer Fails to Collect
Diagnostic Traces Issue

The AHF release 24.2 includes a troubleshooting option to fix Oracle Trace File Analyzer failing
to collect diagnostic traces of components such as CRS, DB, ASM, and so on issue.

Related Topics

e Oracle Trace File Analyzer Is Not Collecting Diagnostic Traces of Components Such As
CRS, DB, ASM, and So On

Latest Python and Java Third-Parties

ORACLE

AHF has upgraded the versions of Python and Java third-party software to fix Common
Vulnerabilities and Exposures (CVES).

AHF 24.2 has upgraded the versions of many third party libraries in both Python and Java. The
following CVEs are all fixed:

e Pip upgraded to 23.3.2 to resolve:

— https://nvd.nist.gov/vuln/detail/ CVE-2023-5752
e Urllib3 upgraded to 2.2.0 to resolve:

— https://nvd.nist.gov/vuln/detail/ CVE-2023-45803

— https://nvd.nist.gov/vuln/detail/ CVE-2023-43804
» Jackson-databind upgraded to 2.16.1 to resolve:

— https://Invd.nist.gov/vuln/detail/CVE-2023-35116
e jinja2 upgraded to 3.1.3 to resolve:

— https://Invd.nist.gov/vuln/detail/ CVE-2024-22195
e openssl upgraded to 3.0.13 to resolve:

— https://nvd.nist.gov/vuln/detail/ CVE-2023-5678
For more information, see .Third-Party License Information
Related Topics

e Third-Party License Information
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AHF Release 24.1

Option to Collect Oracle Auto Service Request (ASR) Client Logs

Starting with AHF 24.1, Oracle Trace File Analyzer collects Oracle Auto Service Request
(ASR) client's logs present under /var/opt/asrmanager/log/. Collecting these logs
enables to you triage ASR related failures in Oracle Database Appliance (ODA).

AHF Print Collections Improvements
A new option -id has been added to the tfactl print collections -json command to
display collection details for a specific collection ID.

Oracle Orachk/Oracle Exachk Diff Report Enhancements
In the Configurations Comparison section, certain parameters that are expected to have
different values are now reported under the Common Configs table.

Terminal Release for AIX and Solaris Platforms
Several old operating systems are approaching their end of life, as a result AHF is
announcing terminal releases.

Compliance Checks for Oracle RAC Extended Clusters
AHF adds support for running compliance checks against Oracle RAC Extended Clusters.

Insights Helps Explain Why Events Occurred
AHF Insights now provides the ability to drill into Major Events, showing the CPU and 1/O
stats, providing context for why the event occurred.

Insights Timeline Makes Problem Analysis and Resolution Easier
AHF Insights timeline chart and table now dynamically adjust time ranges and allow to
copy results as plain text.

Insights into Disk Space Problems
AHF Insights shows the number of disk space problems detected and color-codes disks
based on their usage.

Latest Python and Java Third-Parties
AHF has upgraded the versions of Python and Java third-party software to fix Common
Vulnerabilities and Exposures (CVES).

Deprecated Oracle Trace File Analyzer Masking Feature
Deprecated tfactl set redact=mask|sanitize in release 24.1

New Oracle Orachk and Oracle Exachk Best Practice Checks
Release 24.1 includes the following new Oracle Orachk and Oracle Exachk best practice
checks.

Option to Collect Oracle Auto Service Request (ASR) Client Logs

ORACLE

Starting with AHF 24.1, Oracle Trace File Analyzer collects Oracle Auto Service Request
(ASR) client's logs present under /var/opt/asrmanager/log/. Collecting these logs
enables to you triage ASR related failures in Oracle Database Appliance (ODA).

Collect ASR log files using the new -asr or the existing -oda component, for example:

tfactl diagcollect -asr
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or

tfactl diagcollect -oda

Related Topics

- tfactl diagcollect
Use the tfactl diagcollect command to perform on-demand diagnostic collection.

AHF Print Collections Improvements

A new option -id has been added to the tfactl print collections -json command to
display collection details for a specific collection ID.

tfactl print collections -id <collection ID> -json

tfactl print collections -id 20240104010433stbm000004-vml8 -json
[

“CollectionId”: “20240104010433stbm000004-vm18",
“InitiatedNode”: “stbm000004-vm18",
“CollectionType”: “Manual Collection”,
“RequestUser”: “root”,
“NodeList”: “[stbm000004-vml7, stbm000004-vm18]",
“StartTime”: “2024-01-04T00:04:30.000-0600",
“EndTime”: “2024-01-04T01:04:30.000-0600",
“ComponentList”: “[omsi, emagent, acfs, asmproxy, sosreport,
crsclient,
emagenti, oms, qos, dbwlm, ocm, cha, cfgtools, afd, avs, dbclient, rdbms, cvu,
os, crs, syslens, hami, em, chmos, goldengate, asmio, dataguard, install,
compliance, tns, asm, rhp, emplugins, wls]"“,
“UploadStatus”: “FAILED”,
“CollectionStatus”: “COMPLETED”,
“NodeCollection”: [
{
“Host”: “stbm000004-vm18”,
“Tag”:
“/u0l/app/giusr/oracle.ahf/data/repository/
collection Thu Jan 04 01 04 37 CST 2024 node all/“,
“ZipFileName”:
“/u0l/app/giusr/oracle.ahf/data/repository/
collection Thu Jan 04 01 04 37 CST 2024 node all/stbm000004-
vml8.tfa Thu Jan 04 01 04 36 CST 2024.zip”,
“ZipFileSize”: “38896",
“CollectionTime”: “183",
“CheckSum”:
“d882835febbceedb8d5381b59572£2b75dc7499ddf3adf5771e3ea75£a39%e975",
“checksum algo”: “sha256"
}I
{
“Host”: “stbm000004-vm17",
“Tag”:
“/u0l/app/giusr/oracle.ahf/data/repository/
collection Thu Jan 04 01 04 37 CST 2024 node all/“,
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“ZipFileName”:
“/u0l/app/giusr/oracle.ahf/data/repository/
collection Thu Jan 04 01 04 37 CST 2024 node all/stbm000004-
vml7.tfa Thu Jan 04 01 04 36 CST 2024.zip”,

“ZipFileSize”: “42759",

“CollectionTime”: “186",

“CheckSum”:
“b090611£11e94814782b12f798e60ef0e054fbad47e94d950a3a24c698a79986",

“checksum algo”: “sha256"

}

Related Topics

o tfactl print
Use the tfactl print command to print information from the Berkeley DB (BDB).

Oracle Orachk/Oracle Exachk Diff Report Enhancements

In the Configurations Comparison section, certain parameters that are expected to have
different values are now reported under the Common Configs table.

Related Topics

e Comparing Two Reports
Oracle Autonomous Health Framework automatically compare the two most recent HTML
reports and generate a third diff report, when run in automated daemon mode.

Terminal Release for AIX and Solaris Platforms

Several old operating systems are approaching their end of life, as a result AHF is announcing
terminal releases.

AHF 23.8.1 will be the terminal release for:
¢« AIX7.1
e Solaris 11.3

This terminal release will continue to be supported on these platforms, but future AHF releases
will not support these operating system versions.

For more information, see Unsupported platforms.

Related Topics

e Supported Platforms
You can use Oracle Autonomous Health Framework with all supported versions of Oracle
Database and Oracle Grid Infrastructure.

Compliance Checks for Oracle RAC Extended Clusters

AHF adds support for running compliance checks against Oracle RAC Extended Clusters.

An Oracle RAC Extended Cluster consists of nodes that are located in multiple locations called
sites.
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When you deploy an Oracle Standalone Cluster, you can also choose to configure the cluster
as an Oracle RAC Extended Cluster. You can extend an Oracle RAC cluster across two, or
more, geographically separate sites, each equipped with its own storage. In the event that one
of the sites fails, the other site acts as an active standby.

AHF can now run compliance checks to verify the configuration of RAC Extended Clusters.
These checks can be run with the command:

ahfctl compliance -includeprofile extended

For more information, see About Oracle Extended Clusters.

Related Topics

*  About Oracle Extended Clusters

Insights Helps Explain Why Events Occurred

AHF Insights now provides the ability to drill into Major Events, showing the CPU and 1/O
stats, providing context for why the event occurred.

The AHF Insights Operating System Analysis -> Report -> Summary Timeline shows when
problems occurred and correlates them with the timing of lifecycle events such as Database
start or stop.

The Summary Timeline has now been enhanced to include useful context data such as CPU
and 1/0 OS metrics under the Major Events section.

With this addition AHF Insights shows not only what happened and where, but also why.

Related Topics

»  Explore Diagnostic Insights
Autonomous Health Framework Insights (AHF Insights) provides deeper diagnostic
insights into Oracle diagnostic collections collected by AHF diagnostic utilities, Oracle
Exachk, Oracle Trace File Analyzer, Exawatcher, and Cluster Health Monitor.

Insights Timeline Makes Problem Analysis and Resolution Easier

AHF Insights timeline chart and table now dynamically adjust time ranges and allow to copy
results as plain text.

The AHF Insights Timeline chart can be zoomed to focus on just the events of interest. The
below event table now filters dynamically based on the chart zoom. A new copy button
capturing everything from the filtered event table as plain text — making problem event analysis
and documentation super easy.

Related Topics

»  Explore Diagnostic Insights
Autonomous Health Framework Insights (AHF Insights) provides deeper diagnostic
insights into Oracle diagnostic collections collected by AHF diagnostic utilities, Oracle
Exachk, Oracle Trace File Analyzer, Exawatcher, and Cluster Health Monitor.

Insights into Disk Space Problems

AHF Insights shows the number of disk space problems detected and color-codes disks based
on their usage.
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The AHF Insights Home dashboard now highlights on the Space Analysis panel, the number
of disk space problems detected. Drilling down onto the Space Analysis Report includes a new
color-coded view of all the usage of all disks.

This makes detecting and and understanding disk space usage problems fast and easy.

Related Topics

*  Explore Diagnostic Insights
Autonomous Health Framework Insights (AHF Insights) provides deeper diagnostic
insights into Oracle diagnostic collections collected by AHF diagnostic utilities, Oracle
Exachk, Oracle Trace File Analyzer, Exawatcher, and Cluster Health Monitor.

Latest Python and Java Third-Parties

AHF has upgraded the versions of Python and Java third-party software to fix Common
Vulnerabilities and Exposures (CVES).

AHF 24.1 has upgraded the versions of many third party libraries in both Python and Java. The
following CVEs are all fixed:

e https://nvd.nist.gov/vuln/detail/CVE-2023-49083

e https://nvd.nist.gov/vuln/detail/ CVE-2023-48795

e https://nvd.nist.gov/vuln/detail/ CVE-2023-46308

For more information, see .Third-Party License Information
Related Topics

e Third-Party License Information

Deprecated Oracle Trace File Analyzer Masking Feature

Deprecated tfactl set redact=mask|sanitize in release 24.1

Related Topics

» Deprecated Oracle Trace File Analyzer Masking in Release 24.1
Starting with Oracle Autonomous Health Framework 24.1, the Oracle Trace File Analyzer
masking feature is deprecated, and can be desupported in a future release.

New Oracle Orachk and Oracle Exachk Best Practice Checks

ORACLE

Release 24.1 includes the following new Oracle Orachk and Oracle Exachk best practice
checks.

Oracle Orachk Specific Best Practice Checks

e Verify loopback interface MTU size

Oracle Exachk Specific Best Practice Checks

» Exadata Critical Issue EX83
» Exadata Critical Issue EX84

All checks can be explored in more detail via the Health Check Catalogs:
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Related Topics

Oracle Orachk Health Check Catalog
Oracle Exachk Health Check Catalog

AHF Release 23.11

Upgraded Java Version
AHF 23.11.0 is shipped with Java version 11.0.21.

Option to View Operating System and Database Parameter Values
AHF 23.11 includes a new command option tfactl param to view the values of operating
system and database parameters specified.

Database Anomalies Advisor
AHF Insights adds the Database Anomalies Advisor, which shows database anomalies,
their cause, and recommended actions.

AHF Support for Oracle Linux 9
AHF adds support for OL9 for both Intel-64/AMD-64 (x86_64) and Arm (aarch64)

AHF Insights Space Usage Analytics for Diagnostic Destinations
A new section Space Analysis has been added in release 23.11 that renders Disk
Utilization and Diagnostice Space Usage data in visual and tabular format.

Get Insights from Exawatcher Data
AHF Insights now includes Exawatcher data.

Insights Timeline Includes Patch Information
AHF Insights timeline now includes details about when patches were applied.

Upgraded Java Version

AHF 23.11.0 is shipped with Java version 11.0.21.

Option to View Operating System and Database Parameter Values

ORACLE

AHF 23.11 includes a new command option tfactl param to view the values of operating
system and database parameters specified.

# Note:

tfactl run param Will be deprecated in a future release. It will be replaced by
tfactl param.

For more information, see:

tfactl run

tfactl param

Related Topics

tfactl run
Use the tfactl run command to run the requested action (can be inventory or scan or
any support tool).
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e tfactl param
Use the tfactl param command to view the values of operating system and database
parameters specified.

Database Anomalies Advisor

AHF Insights adds the Database Anomalies Advisor, which shows database anomalies, their
cause, and recommended actions.

AHF detects database anomalies and identifies the cause and corrective action. This is now
made available via AHF Insights in the new Database Anomalies Advisor.

The Database Anomalies Advisor shows a summary timeline of anomalies for hosts and
database instances. Findings can be drilled into to understand the cause and recommendation
action.

To view the Database Anomalies Advisor and it's recommendations, run ahf analysis create
--type insights, open the resulting report, and click Database Anomalies Advisor.

Related Topics

 Database Anomalies Advisor
AHF detects database anomalies and identifies the cause and corrective action.

e ahf analysis
Use the ahf analysis command to generate AHF Insights and AHF Balance reports.

AHF Support for Oracle Linux 9

AHF adds support for OL9 for both Intel-64/AMD-64 (x86_64) and Arm (aarch64)

Oracle Linux is an optimized and secure operating environment for application development
and deployment. Oracle Linux 9 provides kernel, performance, and security enhancements.

AHF is now supported on Oracle Linux 9 on both Intel-64/AMD-64 (x86_64) and Arm
(aarch64).

For more information, see Announcing Oracle Linux 9 general availability .

AHF Insights Space Usage Analytics for Diagnostic Destinations

ORACLE

A new section Space Analysis has been added in release 23.11 that renders Disk Utilization
and Diagnostice Space Usage data in visual and tabular format.

You can view the directory structure and space consumed by directories and files in a visual
and tree format across all diagnostic directories and nodes.

Related Topics
e Space Analysis

* tfactl set
Use the tfactl set command to enable or disable, or modify various Oracle Trace File
Analyzer functions.

« tfactl get
Use the tfactl get command to view the details of various Oracle Trace File Analyzer
configuration settings.
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Get Insights from Exawatcher Data

AHF Insights now includes Exawatcher data.

Exawatcher is an Exadata specific tool that collects performance data from Exadata storage
cells. Previously, Exawatcher data was not available within AHF Insights.

AHF Insights now includes Exawatcher data, in the same easy to explore interface as all other
diagnostic data.

Related Topics
e Operating System Issues

*  Explore Diagnostic Insights
Autonomous Health Framework Insights (AHF Insights) provides deeper diagnostic
insights into Oracle diagnostic collections collected by AHF diagnostic utilities, Oracle
Exachk, Oracle Trace File Analyzer, Exawatcher, and Cluster Health Monitor.

Insights Timeline Includes Patch Information

AHF Insights timeline now includes details about when patches were applied.

AHF Insights provides a bird’s eye view of your entire system, with the ability to spot problems,
drill into the root cause and understand how to resolve.

When triaging issues, it can be useful to understand when patches were applied.

The AHF Insights Timeline now shows datapoints highlighting when new patches were applied.
In addition, several other usability improvements have been added:

* The timeline can be viewed in a Database Faceted format.

e Operating System Issues data has been rounded to 2 decimal places in the Report section
tables.

* Node names in the drop-downs selections are sorted alphabetically.

AHF Release 23.10

ORACLE

e Using the exadcli Utility to Collect Cell Metric Data for Guest VMs (domUs)
exadcli enables you to issue an ExaCLI command to be run on multiple remote nodes.
Remote nodes are referenced by their host name or IP address.

e Option to Set a Custom Port to Upload Diagnostics
Starting with AHF 23.10, you can configure a custom port while setting ahfctl setupload
parameters.

e Option to Include Profiles While Running AHF Compliance Checks
Starting with AHF 23.10, you can use -includeprofile to specify a comma-delimited list
of profiles to add profile specific checks to the existing checks list.

e AHF Insights Support for Larger Collection Intervals
Starting with 23.10, you can generate Insights report for time period of 12 hours.

e AHF Insights User Experience Improvement
Report tab in the Operating System Issues section has been revamped to provide a
seemless experience.
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e Terminal Releases of AHF for Old Platforms
Several old Operating Systems are approaching their end of life, as a result AHF is
announcing terminal releases.

* New GoldenGate Diagnostic Collection Component
AHF diagcollect now includes a new component for GoldenGate.

* New Oracle Orachk and Oracle Exachk Best Practice Checks
Release 23.10 includes the following new Oracle Orachk and Oracle Exachk best practice
checks.

Using the exadcli Utility to Collect Cell Metric Data for Guest VMs (domUs)

exadcli enables you to issue an ExaCLI command to be run on multiple remote nodes.
Remote nodes are referenced by their host name or IP address.

For more information, see Using the exadcli Utility to Collect Cell Metric Data for Guest VMs
(domUs).

Related Topics

* Using the exadcli Utility to Collect Cell Metric Data for Guest VMs (domUs)
exadcli enables you to run an ExaCLI command on multiple remote nodes. Remote
nodes are referenced by their host name or IP address.

Option to Set a Custom Port to Upload Diagnostics

Starting with AHF 23.10, you can configure a custom port while setting ahfctl setupload
parameters.

If you do not specify a port, then 443 is used by default. You can set a port number in the range
of 0 - 65353.

Related Topics

e ahfctl setupload
Use the ahfctl setupload command to set upload parameters.

e ahfctl getupload
Use the ahfctl getupload command to fetch the details of configured upload parameters.

e Automatically Upgrading Oracle Autonomous Health Framework to the Latest Version
AHF Automatic Upgrade enables you to upgrade AHF on the fly without manually
downloading ahf setup and upgrading it.

Option to Include Profiles While Running AHF Compliance Checks

Starting with AHF 23.10, you can use -includeprofile to specify a comma-delimited list of
profiles to add profile specific checks to the existing checks list.

ahfctl compliance -includeprofile profilel, profilel...
orachk -includeprofile profilel, profileZ...

exachk -includeprofile profilel, profileZ...
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# Note:
You cannot:

e use -includeprofile and -profile options together

° use -includeprofile and -excludeprofile options together

Use the -profile option to specify a comma-delimited list of profiles to run only the checks in
the specified profiles.

Use the -excludeprofile option to specify a comma-delimited list of profiles to exclude from
the compliance check run.

Related Topics
e ahfctl compliance

e Compliance Framework (Oracle Orachk and Oracle Exachk) Command-Line Options
Review the list of Compliance Framework (Oracle Orachk and Oracle Exachk) command-
line options.

e Controlling the Scope of Checks
Use the list of commands to control the scope of checks.

« Using Profiles with Oracle Autonomous Health Framework
Profiles are logical groupings of related checks. These related checks are grouped by a
particular role, a task, or a technology.

AHF Insights Support for Larger Collection Intervals

ORACLE

Starting with 23.10, you can generate Insights report for time period of 12 hours.

In addition, improvements have been made to the Operating System Issues section. You will
now be able to view the data in problematic time ranges in plots with more data points.

The problematic time ranges will have the following reading intervals:
* 5seconds for ranges less than 1 minute

» 30 seconds for ranges more than 1 minute

The number of data points for plots under Operating System Issues section are dynamic for
optimal time taken to generate report.

The data points for time ranges greater than 4 hours are reduced and have the following
reading intervals:

e 1 minute for intervals up to 4 hours
3 minutes for intervals greater than 4 hours and less than 12 hours

e 5 minutes for intervals greater than 12 hours.

Related Topics

e ahf analysis
Use the ahf analysis command to generate AHF Insights and AHF Balance reports.

e Operating System Issues



Changes in Previous Releases

AHF Insights User Experience Improvement

Report tab in the Operating System Issues section has been revamped to provide a seemless
experience.

With Report view, explore the findings in a drop-down fashion with a full widescreen view.

You can:

* view the Event information in a subplot within the Summary Timeline Gantt Chart
« explore the top ranked metrics in tables under a problem finding in a visual format
* view the metrics associated with the prblem finding in a visual format

« drill down into the detailed state of the system at a specific problematic point in time under
'Problematic Snapshots' section. Problem specific system snapshots are organized into
dropdowns ordered by problem timestamp

Related Topics

e Operating System Issues

Terminal Releases of AHF for Old Platforms

Several old Operating Systems are approaching their end of life, as a result AHF is announcing
terminal releases.

For more information, see Unsupported platforms.

Related Topics

e Supported Platforms
You can use Oracle Autonomous Health Framework with all supported versions of Oracle
Database and Oracle Grid Infrastructure.

New GoldenGate Diagnostic Collection Component

ORACLE

AHF diagcollect now includes a new component for GoldenGate.

AHF has a long-standing ability to collect Golden Gate diagnostics via an SRDC (Service
Request Data Collection). However, the Golden Gate SRDC collected logs irrespective of the
timeframe and copied all the files matching the file pattern. This resulted in collecting extra
logs, which were not required for diagnostics.

Golden Gate has now been added as a new diagcollect component, allowing AHF to discover
the Golden Gate directories, inventory the files and store it in BDB. This enables collections
based on timeframe which results in only necessary log collection and faster, smaller
diagnostic collections.

To use the goldengate component, run:

tfactl diagcollect -goldengate -last 1lh -noclassify

Related Topics

* Using On-Demand Diagnostic Collections
Run Oracle Trace File Analyzer on demand using tfactl command-line tool.
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New Oracle Orachk and Oracle Exachk Best Practice Checks

Release 23.10 includes the following new Oracle Orachk and Oracle Exachk best practice
checks.

Best Practice Checks Common to Both Oracle Orachk and Oracle Exachk

Oracle Orachk Specific Best Practice Checks

Oracle Exachk Specific Best Practice Checks

Oracle High Availability Services Automatic Startup Configuration
CHECK FOR EXADATA CRITICAL ISSUE EX80

CHECK FOR EXADATA CRITICAL ISSUE EX81

CHECK FOR EXADATA CRITICAL ISSUE EX82

CHECK FOR EXADATA CRITICAL ISSUE DB52

Verify number of inactive patches for database home

Verify number of inactive patches for Grid Infrastructure home

All checks can be explored in more detail via the Health Check Catalogs:

Related Topics

Oracle Orachk Health Check Catalog
Oracle Exachk Health Check Catalog

AHF Release 23.9

ORACLE

Enhancement to Controlling the Behavior of Oracle Orachk or Oracle Exachk Daemon
AHF 23.9 includes a new command option reset to change the behavior of Oracle Orachk
or Oracle Exachk daemon during autostart, autostop, and upgrade.

Easier to Manage Audit Dump Logs
AHF Managelogs feature adds ability to manage audit dump logs.

Enhancement to ahfctl setupgrade and ahfctl unsetupgrade to Store or Remove
autoupdate Configurations

A new option -autoupdate has been added to ahfctl setupgrade and ahfctl
unsetupgrade.

Faster Creation of Diagnostic Collections with Insights Reports
AHF TFA collections, which include Insights reports are now created faster.

Quicker Grid Infrastructure Problem Resolution with CVU Diagnostics
Cluster Verification Utility (CVU) diagnostic files are included in AHF diagnostic collections.

New Oracle Orachk and Oracle Exachk Best Practice Checks
Release 23.9 includes the following new Oracle Orachk and Oracle Exachk best practice
checks.
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Enhancement to Controlling the Behavior of Oracle Orachk or Oracle
Exachk Daemon

AHF 23.9 includes a new command option reset to change the behavior of Oracle Orachk or
Oracle Exachk daemon during autostart, autostop, and upgrade.

Command Description

exachk -autostart reset Starts and loads the default schedulers.
orachk -autostart reset

ahfctl compliance -autostart reset

exachk -autostop unset Removes all default unmodified schedulers.
orachk -autostop unset

ahfctl compliance -autostop unset

Related Topics

e Behavior of Oracle Orachk or Oracle Exachk Daemon
AHF 23.9 includes a new command option reset to change the behavior of Oracle Orachk
or Oracle Exachk daemon during autostart, autostop, and upgrade.

¢ (Recommended) Installing on Linux or Unix as root User in Daemon Mode
To obtain the fullest capabilities of Oracle Autonomous Health Framework, install it as
root.

e Automatic Compliance Checking
Use the daemon to configure automatic compliance check runs at scheduled intervals.

e Starting and Stopping the Daemon
Start and stop the daemon and force the daemon to stop a compliance check run.

e Configuring the Daemon for Automatic Start
Installing Oracle Autonomous Health Framework as root on Linux or Solaris automatically
sets up and runs the Oracle Orachk or Oracle Exachk daemon.

e Controlling the Behavior of the Daemon
Use the list of commands to control the behavior of the daemon.

* Running Auto Start
Use the list of commands to start or stop auto start.

e ahfctl compliance

Easier to Manage Audit Dump Logs

ORACLE

AHF Managelogs feature adds ability to manage audit dump logs.

The AHF Managelogs feature purges logs from default locations like the Grid Infrastructure
and all Database Automatic Diagnostic Repository (ADR) destinations.

To do this purging Managelogs uses the Database Automatic Diagnostic Repository (ADR),
however ADR does not manage audit dump files. As a result, audit dump files can grow and
consume too much space.

The Managelogs feature has been expanded to optionally also include management of audit
dump files for Grid Infrastructure and Database.
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Configure automatic log purging
e Configure auto purge:

tfactl set managelLogsAutoPurge=ON
e Include audit dumps:

tfactl set managelogs.adump=0N
»  Set the frequency of purging (defaults to 60 mins)

tfactl set manageLogsAutoPurgelnterval=<n>
e Configure how old logs must be for them to be purged (default 30 days):

tfactl set managelLogsAutoPurgePolicyAge=<d|h>

Purge logs on-demand

e Enable audit dumps:
tfactl set managelogs.adump=ON
e Check the usage for audit dump destination
tfactl managelogs -show usage
*  Check variation for audit dump destination
tfactl managelogs -show variation
« Purge audit dump files along with other destinations managed by managelogs:

tfactl managelogs -purge

Related Topics

* tfactl set
Use the tfactl set command to enable or disable, or modify various Oracle Trace File
Analyzer functions.

« tfactl managelogs
Use the tfactl managelogs command to manage Automatic Diagnostic Repository log
and trace files.

Enhancement to ahfctl setupgrade and ahfctl unsetupgrade to Store or
Remove autoupdate Configurations

A new option -autoupdate has been added to ahfctl setupgrade and ahfctl unsetupgrade.
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* To store autoupdate configurations, run, for example,

ahfctl setupgrade -autoupgrade on -swstage /opt/oracle.ahf -frequency 1 -
autoupdate on

e To turn on autoupdate configurations, run:

ahfctl setupgrade -autoupdate on

e To turn off autoupdate configurations, run:

ahfctl setupgrade -autoupdate off

e To unset autoupdate configurations, run:
ahfctl unsetupgrade -autoupdate

Related Topics

e ahfctl setupgrade
Use the ahfctl setupgrade command to set upgrade parameters.

e ahfctl unsetupgrade
Use the ahfctl unsetupgrade command to unset upgrade parameters.

Faster Creation of Diagnostic Collections with Insights Reports

AHF TFA collections, which include Insights reports are now created faster.

AHF Insights reports can be generated stand-alone using the command ahf analysis create
--type insights. Alternatively, a TFA diagnostic collection can be created with an AHF
Insights report included by adding the -insight option to the existing -diagcollect command.

This creation of the AHF Insights report often requires analysis of existing zipped diagnostics.
Unzipping and processing the collections is CPU intensive and can be slow.

This process of analyzing the diagnostic collection to generate the AHF Insights report has
been streamlined and performance improved. Timings will vary based on the type of collection
being performed and the systems involved.

An example baseline from testing shows the following improvement, on the time taken to
generate the included AHF Insights report:

e 23.8: tfactl diagcollect -asm -crs- os -tns -insight -last 1h >> 6.8 seconds
e 23.9: tfactl diagcollect -asm -crs- os -tns -insight -last 1h >>1 second

Related Topics

- tfactl diagcollect
Use the tfactl diagcollect command to perform on-demand diagnostic collection.

«  Explore Diagnostic Insights
Autonomous Health Framework Insights (AHF Insights) provides deeper diagnostic
insights into Oracle diagnostic collections collected by AHF diagnostic utilities, Oracle
Exachk, Oracle Trace File Analyzer, Exawatcher, and Cluster Health Monitor.
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Quicker Grid Infrastructure Problem Resolution with CVU Diagnostics

Cluster Verification Utility (CVU) diagnostic files are included in AHF diagnostic collections.

As CVU (Cluster Verification Utility) diagnostic files contain periodic Grid Infrastructure
configuration information and critical diagnostic reports they are often required for diagnosis of
Grid Infrastructure problems.

AHF now collects all files under the following CVU directories:
° <GI BASE>/crsdata/<node>/cvu/diagnostics/cvu_diag report.txt
°* <GI BASE>/crsdata/@global/cvu/baseline/cvures/cvusnapshot*.zip

To include the CVU diagnostic files add the -cvu component to the diagcollect command.

For example:

tfactl diagcollect -cvu -last 1h -noclassify

By default, AHF will include CVU in CRS or Database collections for example, both these
automatically include CVU diagnostics:

e tfactl diagcollect -crs -last 1lh -noclassify

e tfactl diagcollect -database orcl -last lh -noclassify

Related Topics

« tfactl diagcollect
Use the tfactl diagcollect command to perform on-demand diagnostic collection.

* Using On-Demand Diagnostic Collections
Run Oracle Trace File Analyzer on demand using tfactl command-line tool.

New Oracle Orachk and Oracle Exachk Best Practice Checks

ORACLE

Release 23.9 includes the following new Oracle Orachk and Oracle Exachk best practice
checks.

Oracle Orachk Specific Best Practice Checks
e Check asmappl.config consistency across nodes for ODA
*  Verify clusterware ADVM volume resources configuration

»  Verify printk logging configuration

Oracle Exachk Specific Best Practice Checks

* Verify RoCE cabling and switch ports assignment

* Check file S_CRSCONFIG_<NODE> ENV.TXT for consistent limit values across all nodes
in the cluster

«  Verify DSA authentication is not supported for SSH equivalency

All checks can be explored in more detail via the Health Check Catalogs:
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Related Topics
e Oracle Orachk Health Check Catalog
e Oracle Exachk Health Check Catalog

AHF Release 23.8

- Easier to Manage Best Practice Compliance
AHF compliance checks from Oracle Orachk and Oracle Exachk are now fully integrated
into AHF Insights Best Practice section.

e Enhancements to the AHF Insights Interface Design and Usability
AHF 23.8 includes the following enhancements to the user interface to make it more
intuitive and easier to use.

e Upload AHF Insights Report Automatically to Object Store or Pre-Authenticated URL
(PAR)
Upload AHF Insights report automatically if Object Store is configured as part of AHF or
Pre-Authenticated URL (PAR) for centralized monitoring.

e Automate the Generation of AHF Insights Reports Using AHF Cron
Schedule cron jobs to generate AHF Insights report.

e Guided Resolution of Database Performance Problems Caused by Noisy Neighbors
AHF Balance no-longer requires a Gl Home and now works with any Oracle Home.

¢ New Oracle Orachk and Oracle Exachk Best Practice Checks
Release 23.8 includes the following new Oracle Orachk and Oracle Exachk best practice
checks.

Easier to Manage Best Practice Compliance

ORACLE

AHF compliance checks from Oracle Orachk and Oracle Exachk are now fully integrated into
AHF Insights Best Practice section.

AHF has thousands of Best Practice Compliance Checks, which are run automatically by AHF
Oracle Orachk and Oracle Exachk. The results of these checks are viewable in HTML reports
and output in JSON and XML for consumption into other tools. In addition, all Best Practice
Compliance Checks are fully integrated into AHF Insights for running on-demand.

AHF Insights makes it easy to quickly see the Health Score, understand where systems are
out of compliance and then take the necessary corrective action.

With this enhancement, you can:
e Explore the best practice data in a visual format.

«  Filter best practices across different status through visualization and Status status drop-
down.

e Search checks from all sections of best practice report.

«  View the best practice report in a vertical fashion.

* See the health score with a visual distribution of checks that have failed.

Continue to use the Oracle Orachk / Oracle Exachk commands for automated scheduled runs,

but for on-demand compliance investigation, generate an AHF Insights report:

ahf analysis create --type insights
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For more information, see Compliance Checking with Oracle Orachk and Oracle Exachk and
Best Practice Issues.

Enhancements to the AHF Insights Interface Design and Usability

AHF 23.8 includes the following enhancements to the user interface to make it more intuitive
and easier to use.

# Note:

plotly.js dependency on CDN has been removed for customers using AHF
Insights in restrictive environments.

You can now:

e Copy data in text format into the clipboard to post it into SR body while raising a service
request.
Copy button is included in the following sections of the report:

—  Cluster

— Databases

— Database Servers

— Storage Servers

— Fabric Switches

— Recommended Software

e Spot the disks that have anomalies. In the Operating System Issues tab, under Local 10,
click Disk to view Disk Metrics. Disks that have anomalies are marked with an X mark.

«  Explore process aggregate from operating system details in a more intuitive way.

— Demarcated process aggregates per the instance group like Databases, ASM, APX
(Apex), 10S, Clusterware, and so on.

— Legends specific to individual category rather than single legend for all categories.

Related Topics

e Introduction to AHF Insights
AHF Insights provides a bird's eye view of the entire system with the ability to further drill
down for root cause analysis.

e Cluster

e Databases

e Database Servers

e  Storage Servers

e Fabric Switches

* Recommended Software

e Operating System Issues
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Upload AHF Insights Report Automatically to Object Store or Pre-
Authenticated URL (PAR)

Upload AHF Insights report automatically if Object Store is configured as part of AHF or Pre-
Authenticated URL (PAR) for centralized monitoring.

Uploading AHF Insights reports helps Oracle Cloud Operations to identify, investigate, track,
and resolve system health issues and divergences in best practice configurations quickly and
effectively.

Oracle Autonomous Database on Dedicated Exadata Infrastructure and Oracle SaaS

To set REST endpoints (Object Store's), run:

ahfctl setupload -name oss -type https -user <user> -url <object store> -
password

To upload AHF Insights report to Object Store, run:

ahf analysis create --type insights

Oracle Exadata Database Service on Dedicated Infrastructure (ExaDB-D) and Oracle
Base Database Service

To upload AHF Insights report to PAR location, run:

tfactl diagcollect -insight -last 1h -par <par url>

tfactl insight -last lh -par <par url>

Related Topics

e ahfctl setupload
Use the ahfctl setupload command to set upload parameters.

e ahf analysis
Use the ahf analysis command to generate AHF Insights and AHF Balance reports.

« tfactl insight
Use the tfactl insight command to generate AHF Insights report from across nodes in
the AHF cluster.

« tfactl diagcollect
Use the tfactl diagcollect command to perform on-demand diagnostic collection.

Automate the Generation of AHF Insights Reports Using AHF Cron

Schedule cron jobs to generate AHF Insights report.

ORACLE lix



Changes in Previous Releases

# Note:

The AHF Insights report will be generated every Monday at 3 a.m.

e To get cron details:

tfactl get cron

# tfactl get cron

| <hostname>
+ ______________________________________

+
| Configuration Parameter
o tomm - +
| Enable/disable the TFA cron ( cron ) |
+

* To enable cron:

tfactl set cron=on

# tfactl set cron=on
Successfully set cron=ON

| <hostname>
et e e T +
| Configuration Parameter
et e e T pommm - +
| Enable/disable the TFA cron ( cron ) |

+

* To reload cron with modifications:

tfactl refreshconfig modifycron -enable true -id <ID> -validFor all
# tfactl refreshconfig modifycron -enable true -id id001 -validFor all
modifycron () completed successfully.

e To list existing cron details:

# tfactl refreshconfig listcrons

# tfactl refreshconfig listcrons
TFA CRON item:
Name : 1d001
Command: ahf analysis create --type insights --last 5m
Schedule: 0 3 * * 1
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e To turn off cron:

# tfactl set cron=off

# tfactl set cron=off
Successfully set cron=0FF

| <hostname>

et e L L e P et to—————- +
| Configuration Parameter | Value |
et e L L e P et to—————- +
| Enable/disable the TFA cron ( cron ) | OFF |

Related Topics

* tfactl get
Use the tfactl get command to view the details of various Oracle Trace File Analyzer
configuration settings.

« tfactl set
Use the tfactl set command to enable or disable, or modify various Oracle Trace File
Analyzer functions.

o tfactl refreshconfig
Use the tfactl refreshconfig command to refresh and list Oracle Trace File Analyzer
cron jobs.

« tfactl refreshconfig modifycron
Use the tfactl refreshconfig modifycron command to modify the Oracle Trace File
Analyzer cron entry.

Guided Resolution of Database Performance Problems Caused by Noisy
Neighbors

AHF Balance no-longer requires a Gl Home and now works with any Oracle Home.

Database CPU use is limited by the database CPU_COUNT parameter. When these limits add up
to more than the number of CPUs on a machine, noisy-neighbor problems are possible.

AHF Balance analyzes database CPU configuration and historical CPU usage data from
Enterprise Manager. The high-level results of this analysis are shown in the Oracle Orachk /
Oracle Exachk MAA Score Card.

Further reports can be run to:

e Get an overview of possible noisy neighbors across the fleet.
* See detailed information about a specific database.

* Generate a corrective action plan.

To use AHF Balance:
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Configure AHF Balance to analyze historical CPU usage from Enterprise Manager’'s
repository database:

ahf configuration set --type impact --connect-string <EM-DATABASE-CONNECT-
STRING> --user-name <USER-NAME>

# Note:

Ensure that the connect string does not contain any spaces.

Run a fleet-wide analysis to create a detailed AHF Balance report to understand noisy
neighbors and the improvements possible by changing CPU_COUNT settings:

ahf analysis create --type impact --scope fleet --name <FLEET NAME>
Run a cluster-level analysis to get a detailed corrective action plan:

ahf analysis create --type impact --scope cluster --name cluster name

For more information, see Data Source.

New Oracle Orachk and Oracle Exachk Best Practice Checks

Release 23.8 includes the following new Oracle Orachk and Oracle Exachk best practice
checks.

Best Practice Checks Common to Both Oracle Orachk and Oracle Exachk

Verify health of data dictionary for multitenant database

Verify health of data dictionary for non-multitenant database

Oracle Orachk Specific Best Practice Checks

Oracle Database recommendation for audit settings

Oracle Database unified auditing recommendation

Oracle Exachk Specific Best Practice Checks

Check for CachedBy and CachingPolicy GridDisks attributes

Check for tainted kernel by non-Oracle modules and third-party security software installed
from package

All checks can be explored in more detail via the Health Check Catalogs:

Related Topics

Oracle Orachk Health Check Catalog
Oracle Exachk Health Check Catalog

AHF Release 23.7

ORACLE
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* Easier Patch Management with AHF Insights
AHF Insights now includes a new patching section showing Database and Gl patches

*  AHF Insights Go Mobile
AHF Insights is now mobile responsive and optimized for ease of reading.

* Easier Operation on Exadata DomO
On Exadata DomO, AHF installations can be converted from standalone (extract) to typical,
and /EXAVMIMAGES is now used for the default data directory.

» Faster Redaction of Diagnostic Collections
Diagnostic collections can now be redacted faster by increasing the CPU allocation to
ACR.

* New Oracle Orachk and Oracle Exachk Best Practice Checks
Release 23.7 includes the following new Oracle Orachk and Oracle Exachk best practice
checks.

Easier Patch Management with AHF Insights

AHF Insights now includes a new patching section showing Database and Gl patches
Managing patches can be difficult. It requires the ability to:

* Keep track of which individual patches are applied, to which hosts, and when.
e Spot where you've got gaps in patches.
* Understand which bugs the various patches fix.

AHF Insights now makes this a whole lot easier with the new Patching Information section.
The Patching Information section shows Database and Gl patches per host and Oracle Home,
providing easy understanding of which patches are applied and where. There’s also a new
patch timeline, which visualizes patch information showing when patches were applied. Gaps
or inconsistencies in patching are highlighted across nodes for the same home. Bugs and
relevant patch information can be quickly searched and viewed via interactive reports.

Related Topics

e Patch Information

AHF Insights Go Mobile

ORACLE

AHF Insights is now mobile responsive and optimized for ease of reading.

People rely on AHF Insights to get a top-down system view, see when problems occur,
understand the causes, and how to fix them. Now, AHF Insights can be viewed on a mobile
phone. Navigate system topology, drill into problems, and get recommendations from
anywhere when on the go. To view graphs just tilt to landscape to get full screen metric
immersion.

In addition, AHF Insights has several improvements to make it easier to use and faster to find
important information. Various AHF Insights sections have now been optimized to provide
default viewing options, which make it even easier and faster to explore data.

e The Cluster Section now shows Database homes ordered by Database Version and
Database Homes are expanded by default.

e The Database Section shows CDB names sorted alphabetically by default.

e The Operating System Issues Section has rearranged and added new data labels and the
IO and Network details can now be configured.
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Related Topics
e Cluster
» Databases

e Operating System Issues

Easier Operation on Exadata Dom0

On Exadata DomO, AHF installations can be converted from standalone (extract) to typical,
and /EXAVMIMAGES is now used for the default data directory.

AHF provides multiple installation methods:

e Standalone: Extracts only the AHF bits.

* Typical: Performs full install including configuring scheduling for important features like
compliance checking.

Previously, to change an AHF installation from standalone to typical required an uninstall
followed by a fresh install. Now, any upgrades on Exadata DomO0 of a Standalone installation
will prompt to convert to Typical and any installation will prompt to start the scheduler if it's not
already running. Existing AHF installations can be converted from Standalone to Typical during
scripted upgrades by using the -upgradetotypical option.

On Exadata DomO the default installation location of /opt can get quickly filled by collections.

Now, fresh AHF installations on Exadata DomO use /EXAVMIMAGES as the default data
directory. Additionally, auto upgrades as either root or a user within the Platinum role will
automatically move the data directory to be under /EXAVMIMAGES.

For more information, see Convert AHF Standalone (default) Installation to Typical Installation.

Faster Redaction of Diagnostic Collections

ORACLE

Diagnostic collections can now be redacted faster by increasing the CPU allocation to ACR.

AHF ships with ACR (Adaptive Classification and Redaction) for the purposes of sanitizing
sensitive data. Redaction involves scanning the full contents of every file within a collection, so
is very CPU intensive. For this reason, there are certain limits put in place within AHF to
ensure excessive CPU is not used.

All AHF processes run under a CGroups setting, which caps the maximum CPU usage at the
lower of either 4 CPUs or 75% of available CPUs. Additionally, there is a specific cap on ACR
to only use a maximum of 20% of available CPU.

In some environments, however, customers have large CPU resources and want to use more
CPU so redaction can be completed quickly. This can now be accomplished with this two-
phase process:

Firstly, increase the AHF CGroup limit above the normal 75% limit by using the -force option:

ahfctl setresourcelimit -resource cpu -value <cpu count> -force

For more information about setting resource limit, see ahfctl setresourcelimit.
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Secondly, use the -acrprocesscount option to set the number of ACR processes that will be
used within the diagnostic collection command:

tfactl diagcollect <option> <-sanitize | -mask> -acrprocesscount <cpu count>

For example, tfactl diagcollect -last 5m -acrprocesscount 3 -sanitize

For more information on redaction of AHF collections, see Sanitizing Sensitive Information in
Oracle Trace File Analyzer Collections and tfactl diagcollect.

Caution:

Most customers should not perform redaction in a production environment. Instead,
set up a staging server for ACR.

New Oracle Orachk and Oracle Exachk Best Practice Checks

Release 23.7 includes the following new Oracle Orachk and Oracle Exachk best practice
checks.

Oracle Orachk Specific Best Practice Checks

*  Verify number of inactive patches for Grid Infrastructure home

*  Verify number of inactive patches for database home

All checks can be explored in more detail via the Health Check Catalogs:
Related Topics

e Oracle Orachk Health Check Catalog

e Oracle Exachk Health Check Catalog

AHF Release 23.6

ORACLE

e Top-Down View of Network Abnormalities Across the System
AHF Insights metrics section now includes Aggregated NICs data as part of the Network
section.

¢ View Process Metrics for All Hosts at a Glance
AHF Insights adds a new Process metrics tab.

e Capture Up-To-The-Minute Insights Data
AHF Insights can now collect fresh data without using the cache.

e AHF Provides Complete Support for the X10M Platform
AHF now provides complete support for Oracle Exadata X10M.

e AHF for ARM
AHF provides built-in support for ARM architectures in the cloud and on-premises.

« Dynamically Change the Diagnostic Storage Location for AHF Without Reinstallation
AHF command-line option to move installed AHF data directory to a different location.
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* New Oracle Orachk and Oracle Exachk Best Practice Checks
Release 23.6 includes the following new Oracle Orachk and Oracle Exachk best practice
checks.

Top-Down View of Network Abnormalities Across the System

AHF Insights metrics section now includes Aggregated NICs data as part of the Network
section.

Understanding the cause of network issues often meant trawling through different log files and
trying to spot that one line that was different.

AHF now brings together all relevant data from the network interface card into one easy-to-
understand screen, showing:

* Receive Rate

e Transmit Rate

* Total Space

e Error Rate

* Received Packet Count

e Transmitted Packet Count

* Errored Received Datagram Count
* Error Rate for Transmitted Packets

* Drop Rate for Received Packets

Each graph shows data of one type across all sources, easily enabling visualization of
abnormalities. To explore the NICs data: Operating System Issues > Metrics > Network >
Aggregated NICS.

For more information about Operating System Issues, see Operating System Issues.

For more information about AHF Insights, watch: Exadata Master Class: Maximize System
Performance with Autonomous Health Framework Insights.

View Process Metrics for All Hosts at a Glance

ORACLE

AHF Insights adds a new Process metrics tab.

When triaging operating system issues, it's useful to understand various process metrics such
as real-time process count or number of blocked processes.

AHF surfaces all process metrics in one screen under the Metrics Process tab.
The Process section shows:

*  Process Count

* Blocked Process Count

* Real-Time Process Count

e D State Process Count

e Process on CPU Count

» Total File Descriptors
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Data for each host is overlaid on the same chart, enabling easy comparison. To explore the
Process data: Operating System Issues > Metrics > Process.

For more information about Operating System Issues, see Operating System Issues.

Capture Up-To-The-Minute Insights Data

AHF Insights can now collect fresh data without using the cache.

To make Insights data collection fast, AHF caches important information. Sometimes, however,
it's useful to capture all data fresh at the time of collection.

AHF Insights can now be generated using the --refresh option to avoid the use of cache.
When the refresh option is used collection time will be longer as everything is collected on-
demand as requested.

To generate AHF Insights without caching, run the command:
ahf analysis create --type insights --refresh

For more information, see ahf analysis.

AHF Provides Complete Support for the X10M Platform

AHF now provides complete support for Oracle Exadata X10M.
In June, Oracle released the latest Exadata X10M platform.
AHF EXAchk compliance checks have been extended to provide X10M support.

This new support covers the new database server system model, the new Exadata smart flash
cache size and new Exadata versions.

Specific checks updated include:

1. Verify Exadata Smart Flash Cache is created.

2. Verify RAID disk controller CacheVault capacitor condition [Storage Server].
3. Exadata storage server system model number.
4

Exadata software validation on storage server and database server for platinum
certification.

Verify Exadata Smart Flash Cache is created.
Verify RAID disk controller CacheVault capacitor condition [Storage Server].

Exadata storage server system model number.

® N o o

Exadata software validation on storage server and database server for platinum
certification.

AHF Insights then visualizes the results of these compliance checks along with a complete
bird's-eye view of the Platform.

AHF for ARM

AHF provides built-in support for ARM architectures in the cloud and on-premises.

Oracle Database on ARM provides customers with:

ORACLE [xvii


https://www.oracle.com/news/announcement/oracle-introduces-exadata-x10m-platforms-2023-06-22/

Changes in Previous Releases

*  Predictable performance at a lower cost

« Energy-efficient and sustainable design

*  Flexible VM shapes to size to workloads

e Cloud automation tools to simplify management

*  Free credits for open source developers, research universities, industry partners, and
customers

AHF now provides native support for ARM. On-premise AHF downloads for ARM are available
on the AHF download page.

Read more about Oracle Database for ARM in the Cloud and On-premise.

Dynamically Change the Diagnostic Storage Location for AHF Without
Reinstallation

AHF command-line option to move installed AHF data directory to a different location.

AHF stores all compliance results, diagnostic collections as well as AHF logs within the AHF
data directory. Overtime as systems change it may be useful to move that data directory to a
different location.

Previously, moving the data directory required an uninstall and reinstall of AHF using a different
data_ dir path. AHF has now made it easier to move the data directory without the need to
uninstall.

Use the new command: ahfctl movedatadir <new directory>.

New Oracle Orachk and Oracle Exachk Best Practice Checks

Release 23.6 includes the following new Oracle Orachk and Oracle Exachk best practice
checks.

Oracle Orachk Specific Best Practice Checks

*  Verify number of inactive patches for database home

All checks can be explored in more detail via the Health Check Catalogs:
Related Topics

e Oracle Orachk Health Check Catalog

e Oracle Exachk Health Check Catalog

AHF Release 23.5

ORACLE

e AHF Insights New Features and Performance Improvements
AHF Insights now includes several new features and performance improvements.

e AHF Print Collections Improvements
AHF now makes it easier to understand any diagnostic collections, which are queued for
execution.

e Diagnostic Collection Improvements
AHF now makes it easier to list the contents of nested diagnostic collections or to list the
contents of multiple zip files from the same collection.
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e Optimization of AHF Compliance Results and Log Storage
Cleanup of AHF compliance results and log data has been improved.

AHF Insights New Features and Performance Improvements

AHF Insights now includes several new features and performance improvements.

e The pertinent charts are annotated to highlight anomalies detected.
e The newly added System Overview section presents key metrics from the following areas:
- 0OSs
- CPU
—  Memory
— Network
- /0

e For easy comparison, Cluster-Wide OS charts are now available with metrics from multiple
cluster nodes overlayed in the same chart.

e A new Configuration Section has been added for viewing CPU and Memory configuration
details.

e Chart size and rendering performance has been improved.

« Insights visualizations size has been reduced by 45%, which significantly reduces the size
of overall Insights report.

e The user interface now performs deferred rendering of visualizations that improves the
page load time and user experience.

AHF Print Collections Improvements

AHF now makes it easier to understand any diagnostic collections, which are queued for
execution.

When a collection is requested, AHF will review available resources and may queue that
collection for execution later when more resources are available.

A new print collections option has been added to show the status of any queued collections:

tfactl print collections -status queued

Related Topics

e tfactl print
Use the tfactl print command to print information from the Berkeley DB (BDB).

Diagnostic Collection Improvements

AHF now makes it easier to list the contents of nested diagnostic collections or to list the
contents of multiple zip files from the same collection.

* To list the contents of diagnostic collection including any nested zip files, use:

tfactl collection list-contents -collectionzip zip
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* To list the contents of all zip files within a specific collection, use:
tfactl collection list-contents -collectionname collection-name

Related Topics

» tfactl collection
Use the tfactl collection command to manage Oracle Trace File Analyzer collections.

Optimization of AHF Compliance Results and Log Storage

Cleanup of AHF compliance results and log data has been improved.
Results and log data management has been available for many releases:
*  Automatic retention: COLLECTION RETENTION=n

* On-demand retention: user collection retention=n

AHF now includes a new option -purge _size to specify the retention size to manage results
and log data.

For example, to purge compliance data larger than 1024 MB, use:

ahfctl compliance -purge size 1024

Related Topics

e collection_retention
Set the collection retention daemon option to purge health check collection results that
are older than a specified number of days.

e ahfctl compliance

AHF Release 23.4

ORACLE

e Insights into Oracle Database Appliance (ODA) and Generic Oracle RAC Systems
AHF Insights now runs on ODA and generic Oracle RAC systems in addition to its previous
support for Exadata.

*  Tracking and Reporting of System Level Changes
The tfactl changes command has been enhanced to now report system level changes in
the following areas:

e Support JSON Payload as Options for tfactl Commands
Cloud Operations need to be able to easily request Oracle Trace File Analyzer collections
from the OneView interface and be able to support new AHF collection features without
having to request changes to cloud agent code.

* New Options for Understanding the Status of Diagnostic Collections
New tfactl print collections -status options hav been added to understand the
status of AHF diagnostic collections if they are successful, failed, or still running.

e Oracle Orachk Support to Send Email Attachments as JSON
Starting in release 23.4, Oracle Orachk supports sending email attachments in JSON
format instead of HTML when specified.

e Unified AHF Command-Line Interface Enhancements
Review the list of enhancements made to AHF CLI in release 23.4.
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* New Oracle Orachk and Oracle Exachk Best Practice Checks
Release 23.4 includes the following new Oracle Orachk and Oracle Exachk best practice
checks.

Insights into Oracle Database Appliance (ODA) and Generic Oracle RAC
Systems

AHF Insights now runs on ODA and generic Oracle RAC systems in addition to its previous
support for Exadata.

AHF Insights provides a bird's-eye view of an entire system. The rich interface showcases:

e Environment topology

e Configuration

» Database and System Kernel parameters

e Compliance management and drift tracking including recommended RU's
* Timeline of sequence of events

*  Visual highlighting of anomalies in system metrics

* Root causes for issues and fixes for some anomalous cases

Operating System information on systems prior to 19.3 is not supported.

AHF Insights reports can be generated using the command: ahf analysis create --type
insights.

To get started with AHF Insights see Introduction to AHF Insights.

Tracking and Reporting of System Level Changes

The tfactl changes command has been enhanced to now report system level changes in the
following areas:

e Oracle Database parameters set to non-default values
e Oracle Home installations
e Oracle Home patch installation

e Operating system parameters that are relevant to Oracle Grid Infrastructure and Oracle
Database installations

e Operating system patches

Command output displays both current and previous values. Change results can also be
generated in JSON format by adding the -json option. Changes are reported on a per-node
basis by default but can be controlled using the -node option. Output it limited to a maximum of
30-day period.

For more information, see tfactl changes.

Support JSON Payload as Options for tfactl Commands

Cloud Operations need to be able to easily request Oracle Trace File Analyzer collections from
the OneView interface and be able to support new AHF collection features without having to
request changes to cloud agent code.
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By supporting the use of JSON to provide a list of arguments for all tfactl commands that

json can be constructed by the requestor and simply be passed through the cloud agent to
AHF.

New Collection options can be supported immediately by the initial request without the need to
request Cloud agent clode changes.

This feature simply extracts the json provided and expands it to call in to the current tfactl
command line interface.

New Options for Understanding the Status of Diagnostic Collections

New tfactl print collections -status options hav been added to understand the status of
AHF diagnostic collections if they are successful, failed, or still running.

The tfactl print collections command has been enhanced to provide three new options:

tfactl print collections -status FAILED: Prints failed collections.

tfactl print collections -status QUEUED: Prints collections that are queued and yet to
start.

tfactl print collections -status COMPLETED: Prints completed collections.

For more information, see tfactl print.

Oracle Orachk Support to Send Email Attachments as JSON

Starting in release 23.4, Oracle Orachk supports sending email attachments in JSON format
instead of HTML when specified.

Use the -attachment type option or set the RAT ATTACHMENT TYPE environment variable to
send email attachments in JSON format. This feature is intended to use with the following two
Oracle Orachk email notification methods:

ORACLE

together with the -sendemail option
through the NOTIFICATION EMAIL and AUTORUN FLAGS configuration in the autoruns
What's included in the attached JSON files?

— The attachments for manual runs include the orachk summary.json and
orachk valid results.json files.

— For scheduled runs, the diff JSON file is also attached together with files mentioned
above.

How to specify the attachment type for a manual run?

— Using the -attachment type option:

orachk -sendemail user@domain.com -attachment type json
— Or, setting the RAT environment variable instead:

export RAT ATTACHMENT TYPE=json

How to specify the attachment type as JSON for scheduled runs?
You must
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— configure NOTIFICATION EMAIL value for the corresponding autorun entry, for example:

orachk -set 'NOTIFICATION EMAIL=user@domain.com' -id autostart client
— configure AUTORUN FLAGS value for the corresponding autorun entry, for example:

orachk -set 'AUTORUN FLAGS=<previous autorun flags> -attachment type
json' -id autostart client

Unified AHF Command-Line Interface Enhancements

Review the list of enhancements made to AHF CLI in release 23.4.

ahf software get-latest-mrp-level: Get the latest MRP level to see if the metadata
needs to be updated.

ahf software get-latest-mrp-level

19.18
Database: Database MRP 19.18.0.0.230418
GI : GI MRP 19.18.0.0.230418

19.17
Database: Database MRP 19.17.0.0.230418
GI : GI MRP 19.17.0.0.230418

For more information, see ahf software.

--clusters clul clu2 clu3: Specify a space-delimited list of clusters to include in the
AHF Balance fleet scope of the analysis.

ahf analysis create --type impact --scope fleet --name fleetl --clusters
clul clu2 clu3

For more information, see ahf analysis

--refresh: Create analysis report with the most recent data from AHF Insights sources.

ahf analysis create --type insights --refresh

For more information, see ahf analysis

New Oracle Orachk and Oracle Exachk Best Practice Checks

Release 23.4 includes the following new Oracle Orachk and Oracle Exachk best practice
checks.

ORACLE

Best Practice Checks Common to Both Oracle Orachk and Oracle Exachk

AHF Balance check for CPU contention between databases

AHF CPU oversubscription check

Oracle Orachk Specific Best Practice Checks

Validate database listener service configuration with clusterware
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Oracle Exachk Specific Best Practice Checks

* Validate KMS configuration for database encryption
* Compare instance name between CRS and cloud registration file

All checks can be explored in more detail via the Health Check Catalogs:

Related Topics
e Oracle Orachk Health Check Catalog
e Oracle Exachk Health Check Catalog

AHF Release 23.3

* Enable Database SRDCs for the Platinum Role
Starting in release 23.3, database SRDCs can be run by users with platinum role on the
system in the dba group.

e Unified AHF Command-Line Interface Monthly Recommended Patches (MRP) Support
In release 23.3, the unified AHF command-line interface has been enhanced to report
Monthly Recommended Patches (MRP) information.

* New Oracle Orachk and Oracle Exachk Best Practice Checks
Release 23.3 includes the following new Oracle Orachk and Oracle Exachk best practice
checks.

Enable Database SRDCs for the Platinum Role

Starting in release 23.3, database SRDCs can be run by users with platinum role on the
system in the dba group.

When an AHF user has been granted the required AHF role, they can request a subset of
database-specific SRDCs to be executed even if they are not in the dba group for that
database. Only the AHF owner (root) can grant the role.

Predominantly, in the Platinum environment, diagnostic requests are executed on the
customer's system through the Platinum Gateway as the orarom user. The specific user may
not be orarom, but in most cases it is and this user may be granted the platinum AHF role.

When a user with the platinum role (initial implementation) requests an SRDC collection that
requires normally to be run as a user in the doa group and is within a limited whitelist, the
request will not be rejected. Instead, the request will be executed as the DB owner or Grid
owner as appropriate.

This solves the case where the Platinum team are not able to gather some diagnostics
automatically through their gateway due to their user not being added to the dba group for all of
a customers databases.

Unified AHF Command-Line Interface Monthly Recommended Patches
(MRP) Support

In release 23.3, the unified AHF command-line interface has been enhanced to report Monthly
Recommended Patches (MRP) information.
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In November 2022, Oracle introduced Monthly Recommended Patches (MRP). MRP provides
customers with frequent access to recommended and well-tested patch collections. For more
information, see Introducing Monthly Recommended Patches (MRPs) and FAQ (Doc ID
2898740.1).

It is difficult for the customers to determine which MRP level and patches they have installed.
The AHF command-line now provides a command to query the MRP level and installed
patches.

To get the MRP level for the specified Oracle Home:

ahf software get-mrp-level --oracle-home TEXT

To compare MRP level against the specified Oracle Home to determine installed and missing
patches:

ahf software compare-mrp-level --oracle-home TEXT --mrp-level TEXT

For more information, see ahf software.
Related Topics
e Introducing Monthly Recommended Patches (MRPs) and FAQ (Doc ID 2898740.1)

e ahf observer
Use the ahf observer command to retrieve status of AHF components.

* ahf software
Use the ahf software command to retrieve the details of AHF software, Monthly
Recommended Patches (MRP), get downgrade target, validate downgrade installer, get
update history, and get downgrade history.

New Oracle Orachk and Oracle Exachk Best Practice Checks

Release 23.3 includes the following new Oracle Orachk and Oracle Exachk best practice
checks.

Oracle Orachk Specific Best Practice Checks

*  Verify important bug fixes on long term recent releases

Oracle Exachk Specific Best Practice Checks

«  Verify symbolic link for cloud registration file

* Verify database TDE wallet configuration

*  Verify TNS configuration and connectivity to database using SYS credentials

All checks can be explored in more detail via the Health Check Catalogs:

Related Topics
e Oracle Orachk Health Check Catalog
e Oracle Exachk Health Check Catalog

AHF Release 23.2
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AHF Balance

Changes in Previous Releases

AHF Balance
Intelligent Workload Advisor (IWA) introduced in AHF release 22.3 has been renamed as
AHF Balance in release 23.2.

New Oracle Orachk and Oracle Exachk Best Practice Checks
Release 23.2 includes the following new Oracle Orachk and Oracle Exachk best practice
checks.

Intelligent Workload Advisor (IWA) introduced in AHF release 22.3 has been renamed as AHF
Balance in release 23.2.

Related Topics

Resolve Noisy Neighbor Issues

AHF Balance is a command-line utility that analyzes historical CPU consumption data and
Database Resource Manager (DBRM) settings for the set of databases running in a
cluster.

Running Unified AHF CLI Administration Commands

New Oracle Orachk and Oracle Exachk Best Practice Checks

Release 23.2 includes the following new Oracle Orachk and Oracle Exachk best practice
checks.

Oracle Exachk Specific Best Practice Checks

Verify important bug fixes on long term recent releases

Exadata Critical Issue EX78

All checks can be explored in more detail via the Health Check Catalogs:

Related Topics

Oracle Orachk Health Check Catalog
Oracle Exachk Health Check Catalog

AHF Release 23.1

ORACLE

New Status in Oracle Orachk/Oracle Exachk Report
In release 23.1, a new check status of Undetermined has been introduced into the Oracle
Orachk/Oracle Exachk reports.

Compare Configuration Across Two Different systems
Starting in release 23.1, you can compare configuration across two different systems.

Machine Readable Output Option for AHFCTL Commands
In release 23.1, JSON output option has been added to a number of AHFCTL commands
to allow other software to easily integrate with AHF.

AHF SQLAgent Connection Pooling
The SQL Agent reduces the number of connections AHF makes to the database.

New Oracle Orachk and Oracle Exachk Best Practice Checks
Release 23.1 includes the following new Oracle Orachk and Oracle Exachk best practice
checks.
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New Status in Oracle Orachk/Oracle Exachk Report

In release 23.1, a new check status of Undetermined has been introduced into the Oracle
Orachk/Oracle Exachk reports.

Previously, if a check failed for an unexpected reason, such as permission denied or unable to
find a resource, it would be marked as failed. This led to false negatives. These types of check
failures now result in the check status being marked as Undetermined. Note that
Undetermined checks carry the same weight in the Health Score Calculation as skipped
checks.

Compare Configuration Across Two Different systems

Starting in release 23.1, you can compare configuration across two different systems.
For example:

e Primary vs Standby

e Test vs Production

e Heathy vs Unhealthy system

Run Oracle Orachk/Oracle Exachk on both systems and then pass both resulting zip to the -
diff option to show configuration sections:

1. Different values for same configuration/parameter
2. Unique values found only in first system

3. Unique values found only in second system

4. Common values in both systems

Use the new configuration comparison as follows:

orachk -diff {compliance collection zipl} {compliance collection zipZ2} -force
-showallcomparison

exachk -diff {compliance collection zipl} {compliance collection zip2} -force
-showallcomparison

Machine Readable Output Option for AHFCTL Commands

In release 23.1, JSON output option has been added to a number of AHFCTL commands to
allow other software to easily integrate with AHF.

For example:

e ahfctl switch -status -json
e ahfctl statusahf -json

* ahfctl upgradehistory -json

e ahfctl queryupdate -json
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AHF SQLAgent Connection Pooling

New Oracle Orachk and Oracle Exachk Best Practice Checks

Release 23.1 includes the following new Oracle Orachk and Oracle Exachk best practice

ORACLE

The SQL Agent reduces the number of connections AHF makes to the database.

Previously, when TFAC ran an SQL query to gather metrics and health data, an SQL*Plus sub-

process was created. This sub-process allocated resources to establish a database

connection, which was then used to execute one single SQL query. Upon completion of the

SQL query, the connection was closed and the sub-process was terminated.

The new SQL Agent creates a sub-process that keeps the database connections open through
the life-time of AHF. A communication channel is opened between AHF and the SQL Agent, so
the database connections can be reused and serve all SQL query execution requests from

AHF.

By reducing the number of connections, resource consumption such as CPU and Memory are

decreased along with the number of audit connection logs.

checks.

Best Practice Checks Common to Both Oracle Orachk and Oracle Exachk

« EM Status

e Verify important bug fixes on long term recent releases

Oracle Orachk Specific Best Practice Checks

e Validate password file sharing

Oracle Exachk Specific Best Practice Checks

e AHF CPU oversubscription check
«  Verify CPU configuration across all virtual machines in a cluster
e Check file system usage in cloud environments

e Verify the status of docs-agent and dbcs-admin processes

All checks can be explored in more detail via the Health Check Catalogs:

Related Topics
e Oracle Orachk Health Check Catalog
e Oracle Exachk Health Check Catalog
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Overview

Oracle Autonomous Health Framework is a collection of components that analyzes the
diagnostic data collected, and proactively identifies issues before they affect the health of your
clusters or your Oracle Real Application Clusters (Oracle RAC) databases.

Most of the Oracle Autonomous Health Framework components are already available in Oracle
Database 12c release 1 (12.1).

e Oracle Autonomous Health Framework Problem and Solution Space
Oracle Autonomous Health Framework (AHF) maximizes availability and performance by
enforcing best practices, capturing data at first failure, monitoring the whole system
(server, database, 1/0, and network) to proactively discover issues and notify the user and
provide timely bug resolution by suggesting fixes automatically after failure.

e Components of Autonomous Health Framework
This section describes the diagnostic components that are part of Oracle Autonomous
Health Framework.

1.1 Oracle Autonomous Health Framework Problem and Solution

Space

Oracle Autonomous Health Framework (AHF) maximizes availability and performance by
enforcing best practices, capturing data at first failure, monitoring the whole system (server,
database, 1/0, and network) to proactively discover issues and notify the user and provide
timely bug resolution by suggesting fixes automatically after failure.

System administrators can use most of the components in Oracle Autonomous Health
Framework interactively during installation, patching, and upgrading. Database administrators
can use Oracle Autonomous Health Framework to diagnose operational runtime issues and
mitigate the impact of these issues.

e Availability Issues
Availability issues are runtime issues that threaten the availability of software stack.

* Performance Issues
Performance issues are runtime issues that threaten the performance of the system.

1.1.1 Availability Issues

ORACLE

Availability issues are runtime issues that threaten the availability of software stack.

Availability issues can result from either software issues (Oracle Database, Oracle Grid
Infrastructure, operating system) or the underlying hardware resources (CPU, Memory,
Network, Storage).

The components within Oracle Autonomous Health Framework address the following
availability issues:

1-1



Chapter 1
Oracle Autonomous Health Framework Problem and Solution Space

Examples of Server Availability Issues

Server availability issues can cause a server to be evicted from the cluster and shut down all
the database instances that are running on the server.

Examples of such issues are:

» Issue: Network congestion on the private interconnect can cause time-critical internode or
storage 1/O to have excessive latency or dropped packets. This type of failure typically
builds up and can be detected early, and corrected or relieved.

Solution: If a change in the server configuration causes this issue, then Cluster
Verification Utility (CVU) detects it if the issue persists for more than an hour. However,
Oracle Cluster Health Advisor detects the issue within minutes and presents corrective
actions.

» Issue: Network failures on the private interconnect caused by a pulled cable or failed
network interface card (NIC) can immediately result in evicted nodes.

Solution: Although these types of network failures cannot be detected early, the cause
can be narrowed down by using Cluster Health Monitor and Oracle Trace File Analyzer to
pinpoint the time of the failure and the network interfaces involved.

Examples of Database Availability Issues

Database availability issues can cause an Oracle database or one of the instances of the
database to become unresponsive and thus unavailable to users.

Examples of such issues are:

« Issue: Runaway queries or delays can deny critical database resources such as locks,
latches, or CPU to other sessions. Denial of critical database resources results in database
or an instance of a database being non-responsive to applications.

Solution: Blocker Resolver detects and automatically resolves these types of delayss.
Also, Oracle Cluster Health Advisor detects, identifies, and notifies the database
administrator of such delays and provides an appropriate corrective action.

« Issue: Denial-of-service (DoS) attacks, vulnerabilities, or simply software bugs can cause
a database or a database instance to be unresponsive.

Solution: Proactive recommendations of known issues and their resolutions provided by
Oracle Orachk can prevent such occurrences. If these issues are not prevented, then
automatic collection of logs by Oracle Trace File Analyzer, in addition to data collected by
Cluster Health Monitor, can speed up the correction of these issues.

< Issue: Configuration changes can cause database outages that are difficult to
troubleshoot. For example, incorrect permissions on the oracle.bin file can prevent
session processes from being created.

Solution: Use Cluster Verification Utility and Oracle Orachk to speed up identification and
correction of these types of issues. You can generate a diff report using Oracle Orachk to
see a bhaseline comparison of two reports and a list of differences. You can also view
configuration reports created by Cluster Verification Utility to verify whether your system
meets the criteria for an Oracle installation.

1.1.2 Performance Issues

Performance issues are runtime issues that threaten the performance of the system.
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Performance issues can result from either software issues (bugs, configuration problems, data
contention, and so on) or client issues (demand, query types, connection management, and so
on).

Server and database performance issues are intertwined and difficult to separate. It is easier to
categorize them by their origin: database server or client.

Examples of Database Server Performance Issues

e Issue: Deviations from best practices in configuration can cause database server
performance issues.

Solution: Oracle Orachk detects configuration issues when Oracle Orachk runs
periodically and notifies the database administrator of the appropriate corrective settings.

e Issue: A session can cause other sessions to slow down waiting for the blocking session
to release its resource or complete its work.

Solution: Blocker Resolver detects these chains of sessions and automatically terminates
the root holder session to relieve the bottleneck.

e Issue: Unresolved known issues or unpatched bugs can cause database server
performance issues.

Solution: These issues can be detected through the automatic Oracle Orachk reports and
flagged with associated patches or workarounds. Oracle Orachk is regularly enhanced to
include new critical issues, either in existing products or in new product areas.

Examples of Performance Issues Caused by Database Client

e Issue: Misconfigured parameters such as SGA and PGA allocation, number of sessions or
processes, CPU counts, and so on, can cause database performance degradation.

Solution: Oracle Orachk and Oracle Cluster Health Advisor detect the settings and
consequences respectively and notify you automatically with recommended corrective
actions.

1.2 Components of Autonomous Health Framework

ORACLE

This section describes the diagnostic components that are part of Oracle Autonomous Health
Framework.

e Introduction to Oracle Autonomous Health Framework Configuration Audit Tools
Oracle Orachk and Oracle Exachk provide a lightweight and non-intrusive health check
framework for the Oracle stack of software and hardware components.

e Introduction to Oracle Trace File Analyzer
Oracle Trace File Analyzer is a utility for targeted diagnostic collection that simplifies
diagnostic data collection for Oracle Clusterware, Oracle Grid Infrastructure, and Oracle
Real Application Clusters (Oracle RAC) systems, in addition to single instance, non-
clustered databases.

e Introduction to AHF Insights
AHF Insights provides a bird's eye view of the entire system with the ability to further drill
down for root cause analysis.

e Introduction to Oracle Cluster Health Advisor
Oracle Cluster Health Advisor continuously monitors cluster nodes and Oracle RAC
databases for performance and availability issue precursors to provide early warning of
problems before they become critical.
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e Introduction to AHF Scope
AHF Scope is a standalone, interactive, real-time capable front-end to Oracle Cluster
Health Advisor (CHA). AHF Scope requires a very small foot-print on the monitored
system.

e Introduction to AHF Balance
AHF Balance is a command-line utility that analyzes historical CPU consumption data and
Database Resource Manager (DBRM) settings for the set of databases running in a
cluster.

e Introduction to Cluster Health Monitor
Cluster Health Monitor is a component of Oracle Grid Infrastructure, which continuously
monitors and stores Oracle Clusterware and operating system resources metrics.

e Introduction to Blocker Resolver
Blocker Resolver is an Oracle Real Application Clusters (Oracle RAC) environment feature
that autonomously resolves delays and keeps the resources available.

1.2.1 Introduction to Oracle Autonomous Health Framework Configuration

Audit Tools

Oracle Orachk and Oracle Exachk provide a lightweight and non-intrusive health check
framework for the Oracle stack of software and hardware components.

Oracle Orachk and Oracle Exachk:

* Automates risk identification and proactive notification before your business is impacted
* Runs health checks based on critical and reoccurring problems

* Presents high-level reports about your system health risks and vulnerabilities to known
issues

* Enables you to drill-down specific problems and understand their resolutions
* Enables you to schedule recurring health checks at regular intervals
e Sends email notifications and diff reports while running in daemon mode

* Integrates the findings into Oracle Health Check Collections Manager and other tools of
your choice

* Runs in your environment with no need to send anything to Oracle

You have access to Oracle Orachk and Oracle Exachk as a value add-on to your existing
support contract. There is no additional fee or license required to run Oracle Orachk and
Oracle Exachk.

Use Oracle Exachk for Oracle Engineered Systems except for Oracle Database Appliance. For
all other systems, use Oracle Orachk.

Run health checks for Oracle products using the command-line options.

1.2.2 Introduction to Oracle Trace File Analyzer

ORACLE

Oracle Trace File Analyzer is a utility for targeted diagnostic collection that simplifies diagnostic
data collection for Oracle Clusterware, Oracle Grid Infrastructure, and Oracle Real Application
Clusters (Oracle RAC) systems, in addition to single instance, non-clustered databases.

Enabled by default, Oracle Trace File Analyzer:

* Provides comprehensive first failure diagnostics collection

1-4



Chapter 1
Components of Autonomous Health Framework

- Efficiently collects, packages, and transfers diagnostic data to Oracle Support
* Reduces round trips between customers and Oracle

Oracle Trace File Analyzer reduces the time required to obtain the correct diagnostic data,
which eventually saves your business money.

For more information, see Oracle Autonomous Health Framework Checks and Diagnostics
User's Guide.

New Attention Log for Efficient Critical Issue Resolution

Diagnosability of database issues is enhanced through a new attention log, as well as
classification of information written to database trace files. The new attention log is written in a
structured format (XML or JSON) that is much easier to process or interpret and only contains
information that requires attention from an administrator. The contents of trace files now
contains information that enables much easier classification of trace messages, such as for
security and sensitivity.

Enhanced diagnosability features simplify database administration and improve data security.

For more information, see Attention Log

1.2.3 Introduction to AHF Insights

ORACLE

AHF Insights provides a bird's eye view of the entire system with the ability to further drill down
for root cause analysis.

# Note:

Starting in AHF 23.8, plotly.js dependency on CDN has been removed for
customers using AHF Insights in restrictive environments.

Previously, results from different AHF components were not available in a single dashboard
making it challenging to combine and correlate. To mitigate this, AHF Insights provides a web-
based graphical user interface, which does not require a web server to host the web pages, for
all diagnostic data collectors and analyzers that are part of AHF Kit.

AHF performs a contextual diagnostic collection for a given period to analyze the performance
of database systems. The collection includes diagnostic data from various AHF features such
as:

e Configuration

e Environment Topology
e Metrics

e Logs

This diagnostic data collected from the system passes through AHF Insights, which in turn
produces an offline report with analysis in the following areas:

e System Configuration
e System State
e Anomalies in the Operating System

e Best Practices Compliance
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e System Traces

* Root cause for issues and fixes in some of the anomalous cases

To get started, run the following command:

ahf analysis create --type insights

Example 1-1 ahf analysis create --type insights

[root@node02 ~]# tfactl print status

| Host | Status of TFA | PID | Port | Version | Build ID

| Inventory Status |

Fom e Fom e fom— - t-————- Fom -

Fomm o +

| node02 | RUNNING | 134679 | 5000 | 22.3.0.0.0 | 22300020221031131221
| COMPLETE |

| node0l | RUNNING | 128438 | 5000 | 22.3.0.0.0 | 22300020221031131221
| COMPLETE |

R e e e Fom e fom— - t-————- Fom -

Fomm o '

[root@node02 ~]# ahf analysis create --type insights --last 2h

Starting analysis and collecting data for insights

Collecting data for AHF Insights (This may take a few minutes per node)
AHF Insights report is being generated for the last 2h

From Date : 11/20/2022 01:16:41 UTC - To Date : 11/20/2022 03:17:15 UTC
Report is generated at : /opt/oracle.ahf/data/repository/

collection Sun Nov 20 03 16 36 UTC 2022 node all/cgexa-

ogmnl2 insights 2022 11 20 03 18 13.zip

1.2.4 Introduction to Oracle Cluster Health Advisor

ORACLE

Oracle Cluster Health Advisor continuously monitors cluster nodes and Oracle RAC databases
for performance and availability issue precursors to provide early warning of problems before
they become critical.

Oracle Cluster Health Advisor does the following:

» Detects node and database performance problems
* Provides early-warning alerts and corrective action
e Supports on-site calibration to improve sensitivity

In Oracle Database 12c release 2 (12.2.0.1), Oracle Cluster Health Advisor supports the
monitoring of two critical subsystems of Oracle Real Application Clusters (Oracle RAC): the
database instance and the host system. Oracle Cluster Health Advisor determines and tracks
the health status of the monitored system. It periodically samples a wide variety of key
measurements from the monitored system.

Over a hundred database and cluster node problems have been modeled, and the specific
operating system and Oracle Database metrics that indicate the development or existence of
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these problems have been identified. This information is used to construct a trained, calibrated
model that is based on a normal operational period of the target system.

Oracle Cluster Health Advisor runs an analysis multiple times a minute. Oracle Cluster Health
Advisor estimates an expected value of an observed input based on the default model. Oracle
Cluster Health Advisor then performs anomaly detection for each input based on the difference
between observed and expected values. If sufficient inputs associated with a specific problem
are abnormal, then Oracle Cluster Health Advisor raises a warning and generates an
immediate targeted diagnosis and corrective action.

Oracle Cluster Health Advisor models are conservative to prevent false warning notifications.
However, the default configuration may not be sensitive enough for critical production systems.
Therefore, Oracle Cluster Health Advisor provides an onsite model calibration capability to use
actual production workload data to form the basis of its default setting and increase the
accuracy and sensitivity of node and database models.

You can also use Oracle Cluster Health Advisor to diagnose and triage past problems. Specify
the past dates through the command-line interface CHACTL, AHF Insights, or AHF Scope.

1.2.5 Introduction to AHF Scope

AHF Scope is a standalone, interactive, real-time capable front-end to Oracle Cluster Health
Advisor (CHA). AHF Scope requires a very small foot-print on the monitored system.

AHF Scope is invoked using the ahfscope script available in the /opt/oracle.ahf/
ahfscope/bin/ directory. AHF Scope is designed primarily for cluster or database experts. It
is capable of handling large amounts of data efficiently. Its layout and mode of operation is
designed for functional efficiency. Most of the operations can be executed using a positional
pointer and Hot Keys, or a floating menu available at the cursor position.

If Grid Infrastructure Management Repository (GIMR) is configured, AHF Scope will connect
directly to GIMR using a JDBC connection, and read the current data in real-time. AHF Scope
can also operate locally with no connection to GIMR using a data archive extracted from
GIMR.

# Note:

GIMR is optionally supported in Oracle Database 19c. However, it's desupported in
Oracle Database 23ai. For more information, see Removing Grid Infrastructure
Management Repository.

1.2.6 Introduction to AHF Balance

AHF Balance is a command-line utility that analyzes historical CPU consumption data and
Database Resource Manager (DBRM) settings for the set of databases running in a cluster.

It assists in understanding the history of CPU-based noisy neighbor problems and
recommends appropriate DBRM settings to minimize the risk of noisy neighbor problems.

1.2.7 Introduction to Cluster Health Monitor

Cluster Health Monitor is a component of Oracle Grid Infrastructure, which continuously
monitors and stores Oracle Clusterware and operating system resources metrics.

Enabled by default, Cluster Health Monitor:
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Assists node eviction analysis

Logs all process data locally

Enables you to define pinned processes

Listens to CSS and GIPC events

Categorizes processes by type

Supports plug-in collectors such as traceroute, netstat, ping, and so on

Provides CSV output for ease of analysis

Cluster Health Monitor serves as a data feed for other Oracle Autonomous Health Framework
components such as Oracle Cluster Health Advisor.

1.2.8 Introduction to Blocker Resolver

Blocker Resolver is an Oracle Real Application Clusters (Oracle RAC) environment feature that
autonomously resolves delays and keeps the resources available.

ORACLE

Enabled by default, Blocker Resolver:

Reliably detects database delays and deadlocks
Autonomously resolves database delays and deadlocks
Logs all detections and resolutions

Provides SQL interface to configure sensitivity (Normal/High) and trace file sizes

A database delays when a session blocks a chain of one or more sessions. The blocking
session holds a resource such as a lock or latch that prevents the blocked sessions from
progressing. The chain of sessions has a root or a final blocker session, which blocks all the
other sessions in the chain. Blocker Resolver resolves these issues autonomously by detecting
and resolving the delays.
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Get Started

Supported Platforms
You can use Oracle Autonomous Health Framework with all supported versions of Oracle
Database and Oracle Grid Infrastructure.

Recommended Browsers
With popular browsers such as Chrome, Firefox, or Safari, you can view both the new and
old Oracle Orachk / Oracle Exachk HTML report layouts.

Scope of Oracle Stack Supported
Oracle Autonomous Health Framework performs compliance checks for the entire range of
Oracle products from hardware, to Oracle Database, middleware, and applications.

Prerequisites
Review the prerequisites to install and use Oracle Autonomous Health Framework on
various supported platforms.

Installing, Upgrading, Patching, Downgrading, and Uninstalling Oracle Autonomous Health
Framework

Learn to install, upgrade, patch, downgrade, and use Oracle Autonomous Health
Framework on various supported platforms.

Start Using Oracle Autonomous Health Framework

2.1 Supported Platforms

You can use Oracle Autonomous Health Framework with all supported versions of Oracle
Database and Oracle Grid Infrastructure.

ORACLE

Run Oracle Autonomous Health Framework on engineered systems such as, Oracle Database
Applicance, and Oracle Exadata and Zero Data Loss Recovery Appliance.

Oracle Autonomous Health Framework supports the following operating systems. Use a Java
Runtime Edition of version 1.8.

Linux OEL

Linux RedHat

Linux SUSE

zLinux

Oracle Solaris SPARC
Oracle Solaris x86-64
AIX

HP-UX

Microsoft Windows 64-bit

Microsoft Windows Server 2012 R2 and above
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# Note:

Only 32-bit platforms are supported for 32-bit EBS environments using the command
orachk compliance -ebs32bit.

@ mportant:

AHF is not supported on Microsoft Windows 7 and 10.

Oracle Autonomous Health Framework is shipped with Oracle Grid Infrastructure since
versions 11.2.0.4 and 12.1.0.2. However, this installation does not include many of the Oracle
Database tools. Oracle releases new versions of Oracle Autonomous Health Framework
several times a year. These new releases include new features and bug fixes.

Ensure that you get the latest Oracle Autonomous Health Framework with Oracle Database
support tools bundle from My Oracle Support note 2550798.1.

Unsupported platforms

AHF has stopped support for the following platforms. You cannot install AHF 23.9.0 or higher
on these platforms.

e Solaris Sparc 5.10

* Solaris Intel

e AIX6.x

+  Linux 6 (RHEL6 and OEL6)

The terminal release for Solaris Sparc 5.10, Solaris Intel, and AIX 6.x is AHF 23.6.3 and it is
available for download at My Oracle Support note 2550798.1.

The terminal release for Linux 6 (RHEL6 and OEL6) is AHF 23.10.0 and it is available for
download at My Oracle Support note 2550798.1. AHF will not provide further release for this
platform and customers will not be able to upgrade AHF after 23.10.0.

The terminal release for AIX 7.1 and Solaris 11.3 is 23.8.1 and it is available for download at
My Oracle Support note 2550798.1.

Related Topics
e https://support.oracle.com/rs?type=doc&id=2550798.1

2.2 Recommended Browsers

ORACLE

With popular browsers such as Chrome, Firefox, or Safari, you can view both the new and old
Oracle Orachk / Oracle Exachk HTML report layouts.

The reports are rendered best in the newest and last 5 prior versions of these browsers:
*  Microsoft Internet Explorer (latest, latest minus 5)

* Microsoft Edge (latest, latest minus 5)

* Google Chrome (latest, latest minus 5)

* Mozilla Firefox (latest, latest minus 5)
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Apple Safari (latest, latest minus 5)

2.3 Scope of Oracle Stack Supported

Oracle Autonomous Health Framework performs compliance checks for the entire range of
Oracle products from hardware, to Oracle Database, middleware, and applications.

Oracle Autonomous Health Framework proactively scans for top known problems (based on
prioritization of reported issues) within an Oracle system.

The scope of Oracle Autonomous Health Framework increases with new releases. The
following lists the current products on which you can use Oracle Autonomous Health
Framework.

ORACLE

Oracle Engineered Systems

— Oracle Big Data Appliance

— Oracle Exadata Database Machine Version 2 and later
— Zero Data Loss Recovery Appliance

— Oracle Private Cloud Appliance

Oracle Database Appliance

Oracle ASR

Oracle Database

— Single-instance Oracle Database

— Oracle Grid Infrastructure and Oracle RAC

— Maximum Availability Architecture (MAA) validation

— Upgrade Readiness validation

— Oracle GoldenGate

— Application Continuity

Enterprise Manager Cloud Control (12c and 13c)

— Management Repository

— Management Agents

— Oracle Management Service (OMS), version 12.1.0.1 and later on Linux only
Oracle Identity and Access Management

— Oracle Identity Manager (11.1.2.2.x and 11.1.2.3.X)

— Oracle Access Manager (11.1.2.2.x and 11.1.2.3.X)

— Oracle Unified Directory (11.1.2.2.x and 11.1.2.3.x)
Oracle Hardware Systems

— Oracle Solaris

— Oracle Solaris Cluster

— Oracle Systems configuration for Oracle Middleware and Oracle Applications
— Oracle ZFS Storage Appliance

— Oracle Virtual Networking
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¢ Oracle Siebel

— Oracle Siebel verification of the database configuration for stability, best practices, and
performance optimization (Siebel 8.1.1.11 connecting to Oracle Database 11.2.0.4.)

e Oracle PeopleSoft

— Oracle PeopleSoft verification of database best practices
Related Topics
e https://support.oracle.com/rs?type=doc&id=1070954.1

2.4 Prerequisites

Review the prerequisites to install and use Oracle Autonomous Health Framework on various
supported platforms.

e Compliance Framework (Oracle Orachk and Oracle Exachk) Prerequisites
Review the list of prerequisites to run Oracle Orachk and Oracle Exachk.

e Oracle Trace File Analyzer Prerequisites
Review the list of prerequisites to run Oracle Trace File Analyzer.

2.4.1 Compliance Framework (Oracle Orachk and Oracle Exachk)
Prerequisites

Review the list of prerequisites to run Oracle Orachk and Oracle Exachk.

e Storage Servers that are Configured to Deny SSH Access
The following discussion applies to any Oracle engineered system that uses Oracle
Exadata storage servers.

* Running Oracle Exachk on Oracle Exadata and Zero Data Loss Recovery Appliance
Review the list of additional prerequisites for running Oracle Exachk on Oracle Exadata
and Zero Data Loss Recovery Appliance.

*  Running Oracle Autonomous Health Framework in Non-English Environments
Set globalization environment variables to run Oracle Autonomous Health Framework in
non-English environments.

2.4.1.1 Storage Servers that are Configured to Deny SSH Access

ORACLE

The following discussion applies to any Oracle engineered system that uses Oracle Exadata
storage servers.

Optionally, you can prevent SSH access, also known as locking or locked. All Oracle Exachk
functions involving locked storage servers are run with standard exacli commands from the
database server upon which Oracle Exachk is launched. To temporarily unlock the storage
servers that Oracle Exachk finds locked, provide the user name and credentials that you
specified when configuring exacli to lock/unlock storage servers.

See Configuring Security for Oracle Exadata System Software in the Exadata System Software
User's Guide.

Oracle Exachk does not operate upon the storage server attribute accessLevelPerm. If you
have set that attribute to remoteLoginDisabled before an Oracle Exachk run, then it will
remain unchanged during and after the Oracle Exachk run.
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Oracle Exachk operates only upon the storage server attribute accessLevelTemp. For example,
starting with the storage servers locked with remotelLoginDisabled:

ssh randomceladmO1
ssh: connect to host randomceladm0l port 22: Connection refused

ssh randomceladm02
ssh: connect to host randomceladm02 port 22: Connection refused

ssh randomceladm03
ssh: connect to host randomceladm03 port 22: Connection refused

exachk -unlockcells all

Enter exacli user name: celluser

Is EXACLI password same on all Storage Servers?[y/n][y] vy

Enter password for EXACLI user celluser to unlock Storage Server
192.168.178.225:

Storage cell 192.168.178.225 successfully unlocked
Storage cell 192.168.178.226 successfully unlocked
Storage cell 192.168.178.227 successfully unlocked

ssh randomceladm03
Last login: Tue Mar 6 12:32:36 2018 from randomadmOl.us.oracle.com

ssh randomceladm02
Last login: Tue Mar 6 12:32:09 2018 from randomadmOl.us.oracle.com

ssh randomceladmO1
Last login: Tue Mar 6 12:18:57 2018 from randomadmOl.us.oracle.com

exacli -c celluser@randomceladm01

PaSSWOrd: *kkhkkkkkkkkkkk

exacli celluser@randomceladm01> list cell attributes

accessLevelPerm, accessLevelTemp

remoteLoginDisabled

((accesslevel=remoteLoginEnabled, starttime=2018-03-06T713:49:15-08:00,
endtime=2018-03-06T14:39:15-08:00,duration=50m, reason=Running Exachk))

As can be seen from the example, Oracle EXAchk implements a temporary window
with a default expiration time of 50 minutes, to cover the period that Oracle
EXAchk

may be executing on the storage server.

In normal operation, this temporary window is closed with "-lockcells" during
the exachk cleanup routine.

If exachk is blocked from the cleanup routine, say because of "kill -9",

the temporary window will expire in it's own good time.

The following example shows the typical Oracle EXAchk execution sequence
starting with the storage servers locked.
You can see by the commands at the end that "remoteLoginDisabled" is still

set and there is no temporary window:

exachk -c X4-2 -profile storage
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Copying plug-ins

Enter exacli user name: celluser

Is EXACLI password same on all Storage Servers?[y/n][y]

Enter password for EXACLI user celluser to unlock Storage Server
192.168.178.225:

Node randomcelOl is configured for ssh user equivalency for root user
Node randomcel02 is configured for ssh user equivalency for root user
Node randomcelO3 is configured for ssh user equivalency for root user

Starting to run root privileged commands in background on STORAGE SERVER
randomcelOl (192.168.178.225)

Starting to run root privileged commands in background on STORAGE SERVER
randomcel02 (192.168.178.226)

Starting to run root privileged commands in background on STORAGE SERVER
randomcel03 (192.168.178.227)

Collections from STORAGE SERVER:

Collecting - Exadata Critical Issue EX10

Detailed report (html) - /root/vern wagman/exachk 122014/production/lock doc/
exachk randomclient01 030618 140319/exachk randomclient0l 030618 140319.html
UPLOAD [if required] - /root/vern wagman/exachk 122014/production/lock doc/
exachk randomclient0Ol 030618 140319.zip

ssh randomceladm01
ssh: connect to host randomceladm0l port 22: Connection refused

exacli -c celluser@randomceladm01
Password: *kkkkkkhkkkkkkx
exacli celluser@randomceladmOl> list cell attributes
accessLevelPerm, accessLevelTemp
remotelLoginDisabled

2.4.1.2 Running Oracle Exachk on Oracle Exadata and Zero Data Loss Recovery

Appliance

Review the list of additional prerequisites for running Oracle Exachk on Oracle Exadata and
Zero Data Loss Recovery Appliance.

e Storage Servers
* InfiniBand Switches
Related Topics

e Compliance Framework (Oracle Orachk and Oracle Exachk) Prerequisites
Review the list of prerequisites to run Oracle Orachk and Oracle Exachk.

2.4.1.2.1 Storage Servers

ORACLE
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On the database, if you configure passwordless SSH equivalency for the user that launched
Oracle Autonomous Health Framework to the root user on each storage server, then Oracle
Autonomous Health Framework uses SSH equivalency credentials to complete the storage
server checks.

You can run Oracle Autonomous Health Framework from the Oracle Exadata storage server, if
there is no SSH connectivity from the database to the storage server.

To lock and unlock cells, use the —unlockcells and -lockcells options for Oracle Exadata
and Zero Data Loss Recovery Appliance.

exachk -unlockcells all | -cells [comma-delimited list of cell names or cell
IPs]

exachk -lockcells all | -cells [comma-delimited list of cell names or cell
IPs]

Once the cells have been unlocked, if they are not locked again within the default timeout of 50
minutes, then they will be automatically locked again. You can adjust the timeout period using
the RAT CELLUNLOCK TIMEOUT environment variable.

For example to change the timeout to 2 hours:

export RAT CELLUNLOCK TIMEOUT=120m

exachk -unlockcells all

2.4.1.2.2 InfiniBand Switches

On the database, if you configure passwordless SSH equivalency for the user that launched
Oracle Autonomous Health Framework to the nm2user user on each InfiniBand switch, then
Oracle Autonomous Health Framework uses SSH equivalency credentials to complete the
InfiniBand switch checks.

If you have not configured passwordless SSH equivalency, then Oracle Autonomous Health
Framework prompts you for the nm2user user password on each of the InfiniBand switches.

2.4.1.3 Running Oracle Autonomous Health Framework in Non-English Environments

Set globalization environment variables to run Oracle Autonomous Health Framework in non-
English environments.

Oracle Autonomous Health Framework supports only English language. However, you can run
Oracle Autonomous Health Framework by setting the globalization environment variables.

®  To run Oracle Autonomous Health Framework in a non-English environment, set the
environment variable NLS LANG to AMERICAN AMERICA. [NLS CHARACTERSET].

For example:

export NLS LANG=AMERICAN AMERICA.JAI16SJISTILDE
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For more information on setting globalization environment variables, see Setting Up a
Globalization Support Environment in the Oracle Database Globalization Support Guide.

Related Topics

e Oracle Database Globalization Support Guide

2.4.2 Oracle Trace File Analyzer Prerequisites

Review the list of prerequisites to run Oracle Trace File Analyzer.

*  Perl Modules
Review the list of Perl modules used by Oracle Trace File Analyzer.

2.4.2.1 Perl Modules

ORACLE

Review the list of Perl modules used by Oracle Trace File Analyzer.

B

Carp

Config

Cwd

Data: :Dumper
Date::Calc
Date: :Format
Date::Manip
Date: :Parse
Encode
English
Exporter
Fentl
File::Basename
File::Copy
File::Find
File::Path
File::Spec::Functions
File::Spec
File::Temp
FindBin
Getopt::Long
Getopt::Std
I0::File
I0::Handle
IPC: :0Open?2
IPC: :0Open?2
IPC: :0Open3
JSON
List::Util

Math::BigInt
Net::Domain
Net::Ping
POSIX

Pod: :Usage
Socket
Storable
Sys::Hostname
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2.5 Installing, Upgrading, Patching, Downgrading, and
Uninstalling Oracle Autonomous Health Framework

Learn to install, upgrade, patch, downgrade, and use Oracle Autonomous Health Framework
on various supported platforms.

ORACLE"

Term:
Term:
Text:
Text:
Text:
Time:
Time:

Chapter 2
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:ANSIColor
:ReadLine
:ASCIITable
:ParseWords
:Wrap
:Local
:Piece

Tokenizer
Win32::Service

Win32
locale
strict

threads: :shared
threads
warnings

To find the version number of Perl installed on your system, see 3 quick ways to find out

the version number of an installed Perl module from the terminal.

To check if a module is installed on your system:

# perldoc -1 Socket
/usr/1ib64/perl5/vendor perl/Socket.pm

#

# perldoc -1 Sys::Hostname
/usr/1ib64/perl5/Sys/Hostname.pm

#

# perldoc -1 XML::Simple

No documentation found for "XML::Simple".

#

To check the version of a module that is installed on your system:

# perldoc -m Socket | grep 'VERSION.*='

our S$VERSION = '2.010';

#

# perldoc -m Sys::Hostname | grep 'VERSION.*='
SVERSION = '1.16';

#

# perldoc -m XML::Simple | grep 'VERSION.*='
No module found for "XML::Simple".

#

Installing Oracle Autonomous Health Framework

Learn to install Oracle Autonomous Health Framework on Linux, Unix, and Microsoft

Windows operating systems.
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Upgrading Oracle Autonomous Health Framework
Learn to upgrade Oracle Autonomous Health Framework on Linux, Unix, and Microsoft
Windows operating systems.

Patching Oracle Autonomous Health Framework
Learn to patch Oracle Autonomous Health Framework automatically or on demand.

Downgrading Oracle Autonomous Health Framework
AHF supports downgrading to the last version previously upgraded from, as long as it is
less than 6 months old.

Uninstalling Oracle Autonomous Health Framework
To uninstall Oracle Autonomous Health Framework, run the uninstall command as root,
or install user.

2.5.1 Installing Oracle Autonomous Health Framework

Learn to install Oracle Autonomous Health Framework on Linux, Unix, and Microsoft Windows
operating systems.

# Note:
Starting in AHF version 23.7.0, AHF full installers are shipped with Java 11.

Prerequisites for Configuring Oracle Autonomous Health Framework
Review the prerequisites to configure Oracle Autonomous Health Framework.

Installing Oracle Autonomous Health Framework on Linux

Install Oracle Autonomous Health Framework as root to obtain the fullest capabilities.
Oracle Autonomous Health Framework has reduced capabilities when you install it as a
non-root user.

Installing AHF on Microsoft Windows
Install Oracle Trace File Analyzer as a Microsoft Windows service. Run the AHF
compliance framework (Oracle Orachk/Oracle Exachk) on-demand.

Installing AHF on Oracle Big Data Appliance
Run the ahf setup command to run Oracle Autonomous Health Framework on the Oracle

Big Data Appliance.

Installing AHF on Oracle Exadata DomO
To run AHF scheduler on Oracle Exadata domO, follow these steps:

Group Permissions for Oracle Exachk Results Directories and Files

Configure MOS Upload While Installing or Upgrading AHF
Use the -setupmos or -nosetupmos command options to configure MOS upload while
installing or upgrading AHF.

2.5.1.1 Prerequisites for Configuring Oracle Autonomous Health Framework

ORACLE

Review the prerequisites to configure Oracle Autonomous Health Framework.

Minimum disk storage space for AHF Software directory: at least 3 GB
AHF Software directory is ahf loc (ahf home) flag value where AHF software is placed, for
example, /opt/oracle.ahf.

Minimum disk storage space for AHF Data directory: at least 5 GB
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However, it is advisable to set based on the customer environment and requirements. For
example, when a cluster has many nodes or many databases running or if the customers
want to keep reports/collections for longer period.

AHF Data directory is data_dir (ahf data) flag value where AHF data and collections are
generated, for example, /u0l1/oracle/grid/oracle.ahf/data or /opt/
oracle.ahf/data

Minimum disk storage space for /tmp location: at least 2 GB

2.5.1.2 Installing Oracle Autonomous Health Framework on Linux

Install Oracle Autonomous Health Framework as root to obtain the fullest capabilities. Oracle
Autonomous Health Framework has reduced capabilities when you install it as a non-root user.

(Recommended) Installing on Linux or Unix as root User in Daemon Mode
To obtain the fullest capabilities of Oracle Autonomous Health Framework, install it as
root.

Installing on Linux or UNIX as Non-root User in Non-Daemon Mode
If you are unable to install as root, then install Oracle Autonomous Health Framework as
the Oracle home owner.

Running AHF on SELinux Enabled Systems
To run AHF on SELinux enabled systems, use this procedure.

2.5.1.2.1 (Recommended) Installing on Linux or Unix as root User in Daemon Mode

ORACLE

To obtain the fullest capabilities of Oracle Autonomous Health Framework, install it as root.

¢ Note:

Perl version 5.10 or later is required to install Oracle Autonomous Health Framework.

Oracle Autonomous Health Framework maintains Access Control Lists (ACLS) to determine
which users are allowed access. By default, the GRID HOME owner and ORACLE HOME owners
have access to their respective diagnostics. No other users can perform diagnostic collections.

If Oracle Autonomous Health Framework is already installed, then reinstalling performs an
upgrade to the existing location.

To install as root:

1.

Download the Oracle Autonomous Health Framework zipped file, copy the downloaded file
to the required machine, and then unzip the file.

To ensure that the environment has been set correctly, enter the following commands:

umask
env | more

Verify that the umask command displays a value of 22, 022, or 0022.
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3. Runthe ahf setup command:

ahf setup

If you plan to run only Oracle Orachk or Oracle Exachk and do not want to run any Oracle
Trace File Analyzer processes, then use the install option of -extract -notfasetup.

The installation prompts you to do a local or cluster installation.

Cluster installation requires passwordless SSH user equivalency for root to all cluster nodes. If
you have not already configured passwordless SSH user equivalency, then the installation
optionally sets up passwordless SSH user equivalency and then removes at the end.

If you do not wish to use passwordless SSH, then you install Oracle Autonomous Health
Framework on each host using a local installation. Run the tfactl syncnodes command to
generate and deploy relevant SSL certificates.

Oracle Clusterware does not manage Oracle Autonomous Health Framework because Oracle
Autonomous Health Framework must be available if Oracle Clusterware stops working.

The installation configures Oracle Autonomous Health Framework for auto-start. The
implementation of auto-start is platform-dependent. Linux uses init, or an init replacement,
such as upstart or systemd and Microsoft Windows uses a Windows service.

Installing Oracle Autonomous Health Framework as root on Linux or Solaris automatically sets
up and runs the Oracle Orachk or Oracle Exachk daemon.

The daemon runs a full local Oracle Orachk check once every week at 3 AM, and a partial run
of the most impactful checks at 2 AM every day through the oratierl or exatierl profiles. The
daemon automatically purges the oratierl or exatierl profile run that runs daily, after a
week. The daemon also automatically purges the full local run after 2 weeks. You can change
the daemon settings after enabling auto start.

To remove auto start:

e orachk -autostop

* exachk -autostop

To remove all default unmodified schedulers:
e orachk -autostop unset

e exachk -autostop unset

To auto start, run:

* orachk -autostart

o orachk -autostart

The installer prompts you to specify one or more email addresses of the recipients who can
receive diagnostic notifications. Oracle Autonomous Health Framework notifies the recipients
with the results of Oracle Orachk and Oracle Exachk compliance checking, or when Oracle
Autonomous Health Framework detects significant faults.

To start and load the default schedulers:
° orachk -autostart reset

o exachk -autostart reset
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Related Topics

e Oracle Autonomous Health Framework Installation Command-Line Options
Understand the options that you can supply to the Oracle Autonomous Health Framework
installer script to customize the installation.

e Securing Access to Diagnostic Collections
Running tfactl commands is restricted to authorized users.

»  Behavior of Oracle Orachk or Oracle Exachk Daemon
AHF 23.9 includes a new command option reset to change the behavior of Oracle Orachk
or Oracle Exachk daemon during autostart, autostop, and upgrade.

2.5.1.2.2 Installing on Linux or UNIX as Non-root User in Non-Daemon Mode

If you are unable to install as root, then install Oracle Autonomous Health Framework as the
Oracle home owner.

< Note:

e Perl version 5.10 or later is required to install Oracle Autonomous Health
Framework.

e You cannot perform cluster-wide installation as a non-root user.

Oracle Autonomous Health Framework has reduced capabilities when you install it as the non-
root user in non-daemon mode. Therefore, you cannot complete the following tasks:

* Automate diagnostic collections
e Collect diagnostics from remote hosts

* Collect files that are not readable by the Oracle home owner, for example, /var/log/
messages, Or certain Oracle Grid Infrastructure logs

To install as the Oracle home owner, use the -ahf loc option, and optionally specify the -
notfasetup option to prevent the running of any Oracle Trace File Analyzer processes.

ahf setup -ahf loc install dir [-notfasetup]

For more information, run ahf setup -h.

2.5.1.2.3 Running AHF on SELinux Enabled Systems

To run AHF on SELinux enabled systems, use this procedure.
SELinux Modes

« Disabled: SElinux is disabled.

e Permissive: SELinux prints warnings instead of enforcing.

- Enforcing: SELinux security policy is enforced.
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You can enable or disable SELinux. When enabled, SELinux can run in either enforcing or
permissive modes. To check the status of SELinux, run the getenforce Or sestatus
commands. The getenforce command returns Enforcing, Permissive, or Disabled.

/usr/sbin/getenforce
Permissive

The sestatus command returns the SELinux status and the SELinux policy being used:

/usr/sbin/sestatus

SELinux status: enabled

SELinuxfs mount: /sys/fs/selinux
SELinux root directory: /etc/selinux
Loaded policy name: targeted

Current mode: permissive

Mode from config file: permissive
Policy MLS status: enabled

Policy deny unknown status: allowed
Memory protection checking: actual (secure)
Max kernel policy version: 31

Installing AHF in Permissive or Enforcing Mode
AHF installer loads the policy and sets relevant contexts.
Installing AHF in Disabled Mode

AHF is installed successfully. However, later if you switch the mode to Permissive or
Enforcing, then SELinux starts blocking the AHF processes.

To run AHF, load the SELinux policy:

ahfctl loadpolicy

Checking if policy exists

Please wait while the policy is being loaded, it might take couple of minutes.
Successfully loaded SELinux policy

Restarting TFA...

To check if the policy is loaded successfully, run the following command:

/usr/sbin/semodule -1 | grep inittfa-policy

To unload the SELinux policy:

ahfctl unloadpolicy

Please wait while the policy is being removed, it might take couple of
minutes.

Successfully removed Contexts and Policy
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2.5.1.3 Installing AHF on Microsoft Windows

Install Oracle Trace File Analyzer as a Microsoft Windows service. Run the AHF compliance
framework (Oracle Orachk/Oracle Exachk) on-demand.

# Note:

You cannot install Oracle Autonomous Health Framework into a directory if there is a
space in the name of the directory, for example, Program Files.

Strawberry Perl for Windows version 5.30 or later (OR) Perl 5 version 28 binaries
located in Grid home, and .NET Framework version 4.0.30319 or later

# Note:

AHF Notification Email and MOS functionalities are not supported on Microsoft
Windows systems. AHF will not prompt you with the following messages while
installing on Windows systems.

Do you want to add AHF Notification Email IDs ? [Y]|N :
Do you want AHF to store your My Oracle Support Credentials for Automatic
Upload ? Y| [N]

1. Copy the downloaded zip file to a temporary location on a required machine, and then
unzip it.

2. Open a command prompt as administrator, and then run the installer script by specifying a
Perl home and the location where you want to install Oracle Autonomous Health
Framework, for example:

installahf.bat -perlhome D:\oracle\product\12.2.0\dbhome I\perl -ahf loc
c:\AHF

You can also run installahf.bat -perlhome D:\oracle\product\12.2.0\dbhome I\perl
and provide AHF location during installation when the installer prompts.

3. Toinstall AHF on Oracle Grid Infrastructure:
installahf.bat -crshome crshome path

For clusterwide AHF setup, perform a local installation on each host, and then run the tfactl
syncnodes command to generate and deploy relevant SSL certificates.

Related Topics

«  Determine which .NET Framework versions are installed

2.5.1.4 Installing AHF on Oracle Big Data Appliance

Run the ahf setup command to run Oracle Autonomous Health Framework on the Oracle Big
Data Appliance.
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1. Download the Oracle Autonomous Health Framework zipped file to a directory on the
Oracle Big Data Appliance, as root user.

2. Runthe ahf setup command and you can optionally specify the -extract option.

ahf setup -ahf loc install dir

For more information, run ahf setup -help.

2.5.1.5 Installing AHF on Oracle Exadata Dom0

ORACLE

To run AHF scheduler on Oracle Exadata domO, follow these steps:

e Standalone: Extracts only the AHF bits.

* Typical: Performs full install including configuring scheduling for important features like
compliance checking.

AHF in Standalone (default) Mode on Exadata dom0

To install AHF in standalone (default) mode on domoO:

# ./ahf setup

AHF Installer for Platform Linux Architecture x86 64

AHF Installation Log : /tmp/ahf install 242000 45942 2024 02 27-22 19 10.log
Starting Autonomous Health Framework (AHF) Installation
AHF Version: 24.2.0 Build Date: 202402262228

Default AHF Location : /opt/oracle.ahf

Do you want to install AHF at [/opt/oracle.ahf] ? [Y]|N :
AHF Location : /opt/oracle.ahf

AHF Data Directory : /EXAVMIMAGES/oracle.ahf/data
Extracting AHF to /opt/oracle.ahf

Setting up AHF CLI and SDK

AHF is deployed at /opt/oracle.ahf

EXAchk is available at /opt/oracle.ahf/bin/exachk

AHF binaries are available in /opt/oracle.ahf/bin

Do you want to start TFA and EXAchk schedulers Y| [N]

AHF is successfully Installed

Moving /tmp/ahf install 242000 45942 2024 02 27-22 19 10.log to /EXAVMIMAGES/
oracle.ahf/data/scam02db01/diag/ahf/
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Convert AHF Standalone (default) Installation to Typical Installation

To convert AHF Standalone (default) installation to Typical installation:

# ./ahf setup -upgradetotypical -silent

AHF Installer for Platform Linux Architecture x86 64

AHF Installation Log : /tmp/ahf install 242000 123646 2024 02 27-22 50 39.log
Starting Autonomous Health Framework (AHF) Installation

AHF Version: 24.2.0 Build Date: 202402262228

AHF Location : /opt/oracle.ahf

Installed AHF Version: 24.1.1 Build Date: 202402210742

AHF Data Directory : /EXAVMIMAGES/oracle.ahf/data

Extracting AHF to /opt/oracle.ahf

Setting up AHF CLI and SDK

AHF is deployed at /opt/oracle.ahf

EXAchk is available at /opt/oracle.ahf/bin/exachk

AHF binaries are available in /opt/oracle.ahf/bin

Configuring TFA Services

Discovering Nodes and Oracle Resources

Successfully generated certificates.

Starting TFA Services

Created symlink from /etc/systemd/system/multi-user.target.wants/oracle-
tfa.service to /etc/systemd/system/oracle-tfa.service.

Created symlink from /etc/systemd/system/graphical.target.wants/oracle-
tfa.service to /etc/systemd/system/oracle-tfa.service.

ja sy
e
n .
o+

Status of TFA | PID | Port | Version | Build
ID |
fomm - o fomm - fo—m - fomm e
Frmm +
| scam02db01 | RUNNING | 143538 | 5000 | 24.2.0.0.0 |
240200020240226222853 |
U it o fomm - fo—m - fomm e

Running TFA Inventory...
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Adding default users to TFA Access list...

oo o +
| Parameter | Value

oo o +
| AHF Location | /opt/oracle.ahf

| TFA Location | /opt/oracle.ahf/tfa

| Exachk Location | /opt/oracle.ahf/exachk

| Data Directory | /EXAVMIMAGES/oracle.ahf/data |
| Repository | /EXAVMIMAGES/oracle.ahf/data/repository |
| Diag Directory | /EXAVMIMAGES/oracle.ahf/data/scam02db0l/diag |
Ve e + ______________________________________________ 1

Starting EXAchk Scheduler from AHF
AHF is successfully Installed

Moving /tmp/ahf install 242000 123646 2024 02 27-22 50 39.log to /EXAVMIMAGES/
oracle.ahf/data/scam02db01/diag/ahf/

The -silent option is used to avoid user prompt.

AHF is upgraded from Standalone to Typical and the Standalone data directory /opt is moved
to /EXAVMIMAGES.

AHF Scheduler on Local Exadata domO - Install Locally and Synchronize at the End

To run AHF scheduler on Exadata domO:

# ./ahf setup -scheduler

AHF Installer for Platform Linux Architecture x86 64

AHF Installation Log : /tmp/ahf install 242000 240604 2024 02 27-22 32 31.log
Starting Autonomous Health Framework (AHF) Installation
AHF Version: 24.2.0 Build Date: 202402262228

AHF Location : /opt/oracle.ahf

AHF Data Directory : /EXAVMIMAGES/oracle.ahf/data

Do you want to add AHF Notification Email IDs ? [Y]|N : N
Extracting AHF to /opt/oracle.ahf

Setting up AHF CLI and SDK

Configuring TFA Services

Discovering Nodes and Oracle Resources

Successfully generated certificates.
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Starting TFA Services

| Host | Status of TFA | PID | Port | Version | Build

ID |

o e tmmmm oo oo
et et +

| scam02db01 | RUNNING | 254226 | 5000 | 24.2.0.0.0 |
240200020240226222853 |

e e tmmmm oo oo

Running TFA Inventory...

Adding default users to TFA Access list...

o o +
| Parameter | Value

o o +
| AHF Location | /opt/oracle.ahf

| TFA Location | /opt/oracle.ahf/tfa

| Exachk Location | /opt/oracle.ahf/exachk

| Data Directory | /EXAVMIMAGES/oracle.ahf/data |
| Repository | /EXAVMIMAGES/oracle.ahf/data/repository |
| Diag Directory | /EXAVMIMAGES/oracle.ahf/data/scam02db0l/diag |
Ve e + ______________________________________________ 1

Starting EXAchk Scheduler from AHF
AHF binaries are available in /opt/oracle.ahf/bin
AHF is successfully Installed

Do you want AHF to store your My Oracle Support Credentials for Automatic
Upload ? Y| [N]

Moving /tmp/ahf install 242000 240604 2024 02 27-22 32 31.log to /EXAVMIMAGES/
oracle.ahf/data/scam02db01/diag/ahf/

This will install AHF scheduler only on local domO0. After installing, synchronize Oracle Trace
File Analyzer. There are two ways to synchronize Oracle Trace File Analyzer.

e Using SSH password:
After installing AHF scheduler on all the domOs, run the tfactl syncnodes command on
any one of the nodes to synchronize Oracle Trace File Analyzer. When prompted provide a
comma-delimited list of remote nodes.
# tfactl syncnodes

Please Enter all the remote nodes you want to sync...

Enter Remote Node List (separated by space) : node2
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Node List to sync TFA Certificates
1 node2

Syncing TFA Certificates on node2

TFA HOME on node2 : /opt/oracle.ahf/tfa

DATA DIR on node2 : /opt/oracle.ahf/data/node2/tfa
Shutting down TFA on nodeZ2...

Copying TFA Certificates to nodez2...

Copying SSL Properties to node2...

Sleeping for 5 seconds...

Starting TFA on node2...

Trying to add node2 to TFA...

| Host | Status of TFA | PID | Port | Version | Build

ID | Inventory Status |

Fomm Fomm e - Fomm -
Fomm Fomm +

| nodel | RUNNING | 148216 | 5000 | 22.1.0.0.0
22100020220411155753 | COMPLETE

| node2 | RUNNING | 95897 | 5000 | 22.1.0.0.0
22100020220405120331 | COMPLETE

B et BT Tt Fom e R e Fomm -
Fomm Fomm '

Using sockets:

After installing AHF scheduler on all the domOs, run the tfactl syncnodes -nodes comma-
delimited-1list-of-all-dom0s command on all the domO nodes to synchronize Oracle
Trace File Analyzer.

# tfactl syncnodes -nodes nodel,node?2
Exadata Dom0 Node List : nodel,node2

Please wait for 3 to 5 minutes for sync to complete.

| Host | Status of TFA | PID | Port | Version | Build

ID | Inventory Status |

Fomm - o R o Fomm -
o e ettt e T +

| nodel | RUNNING \ 581 | 5000 | 23.10.0.0.0 |
231000020231013114958 | COMPLETE

| node2 | RUNNING | 52602 | 5000 | 23.10.0.0.0 |
231000020231013114958 | COMPLETE

P o R o Fomm -
o e ettt e T !

SYNC MESSAGE : TFA Synced on all Cluster Nodes

| Node | Sync Status |
fom e fom e +
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| nodel | SYNCED |
| node2 | SYNCED |
Ve + _____________ 1

AHF Scheduler on all Exadata domO0 - Recommended

To run AHF scheduler on all Exadata domO and synchronize the nodes: ahf setup -
scheduler -nodes comma-delimited-list-of-remote-dom0s.

# ahf setup -scheduler -nodes node2

AHF Installer for Platform Linux Architecture x86 64

AHF Installation Log : /tmp/ahf install 221000 239748 2022 04 05-05 08 14.log
Starting Autonomous Health Framework (AHF) Installation

AHF Version: 22.1.0 Build Date: 202204051203

Default AHF Location : /opt/oracle.ahf

Do you want to install AHF at [/opt/oracle.ahf] ? [Y]IN :

AHF Location : /opt/oracle.ahf

AHF Data Directory stores diagnostic collections and metadata.

AHF Data Directory requires at least 5GB (Recommended 10GB) of free space.
Please Enter AHF Data Directory : /opt/oracle.ahf

AHF Data Directory : /opt/oracle.ahf/data

Do you want to add AHF Notification Email IDs ? [Y]IN : n

AHF will also be installed/upgraded on these Cluster Nodes

1. node2

The AHF Location and AHF Data Directory must exist on the above nodes
AHF Location : /opt/oracle.ahf

AHF Data Directory : /opt/oracle.ahf/data

Extracting AHF to /opt/oracle.ahf

Configuring TFA Services

Discovering Nodes and Oracle Resources

Successfully generated certificates.

Starting TFA Services

Created symlink from /etc/systemd/system/multi-user.target.wants/oracle-
tfa.service to /etc/systemd/system/oracle-tfa.service.

Created symlink from /etc/systemd/system/graphical.target.wants/oracle-
tfa.service to /etc/systemd/system/oracle-tfa.service.

| Host | Status of TFA | PID | Port | Version | Build
ID |

fomm e fomm e fommm fo——— fommm -

Fom +

| nodel | RUNNING | 261388 | 5000 | 22.1.0.0.0
22100020220405120331 |

R i L fomm e fommm fo————- fomm -

+ ______________________ 1

Running TFA Inventory...
Adding default users to TFA Access list...
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AHF Location
TFA Location

| /opt/oracle.ahf
|

| Exachk Location

|

|

|

!
/opt/oracle.ahf/tfa
/opt/oracle.ahf/exachk
/opt/oracle.ahf/data
/opt/oracle.ahf/data/repository
/opt/oracle.ahf/data/nodel/diag

Data Directory
Repository
Diag Directory

Starting exachk scheduler from AHF ...

AHF install completed on nodel

Installing AHF on Remote Nodes :

AHF will be installed on node2, Please wait.
Installing AHF on node2

[node2] Copying AHF Installer

[nodel] Running AHF Installer

[node2] Syncing TFA Certificates

[ ]

node2] Restarting TFA

| Host | Status of TFA | PID | Port | Version | Build
ID | Inventory Status |

Fomm Fomm e - Fomm -
Fomm Fomm +

| nodel | RUNNING | 261388 | 5000 | 22.1.0.0.0
22100020220405120331 | COMPLETE

| node2 | RUNNING | 113878 | 5000 | 22.1.0.0.0
22100020220405120331 | COMPLETE

B et BT Tt Fom e R e Fomm -
Fomm Fomm '

AHF binaries are available in /opt/oracle.ahf/bin

AHF is successfully installed

Do you want AHF to store your My Oracle Support Credentials for Automatic
Upload ? Y|[N] : n

Moving /tmp/ahf install 221000 239748 2022 04 05-05 08 14.log to /opt/
oracle.ahf/data/nodel/diag/ahf/

For more information about managing CPU and memory resources on domO, see Running
AHFCTL Commands to Limit CPU and Memory Usage.

Related Topics

e Running AHFCTL Commands to Limit CPU and Memory Usage
You need root access to ahfctl, or sudo access to run getresourcelimit,
setresourcelimit, unsetresourcelimit commands.

2.5.1.6 Group Permissions for Oracle Exachk Results Directories and Files

< Note:

Not applicable to Microsoft Windows.
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1. During AHF installation, the installer runs the SORACLE _HOME/bin/osdbagrp command to
get the default operating system group and grants 750 permission to the default operating
system group till the user root directory.

# cat install.properties | grep EXACHK DATA DIR
EXACHK DATA DIR=/opt/oracle.ahf/data/adcs/exachk

# 1s -1 /opt/oracle.ahf/data/adcs/exachk | grep user root
drwxr-x--t 4 root dba 4096 May 18 14:34 user root
2. Each time either orachk or exachk is run,
*  The default operating system group is set with permission 750 on the output directory
and the directories within it.

# 1s -1 /opt/oracle.ahf/data/adcs/exachk/user root | grep output
drwxr-x--t 5 root dba 4096 May 22 08:27 output

e The default operating system group is set with permission 750 on the upload directory.
# 1s -1lrt /opt/oracle.ahf/data/adcs/exachk/user root/output/
<collection dir> | grep upload

drwxr-x--- 2 root dba 4096 May 23 06:32 upload

e The default operating system group is set with permission 640 on all of the JSON files
within the upload direcoty.

# 1s -1rt /opt/oracle.ahf/data/adcs/exachk/user root/output/
exachk adcs racl9c 052322 063119/upload | grep .*.Jjson

—rw-r----- 1 root dba 3068 May 23 06:32 exachk summary.json
-rW-r----- 1 root dba 2463 May 23 06:32 adcs_exachk valid results.json
—rw-r----- 1 root dba 5675 May 23 06:32 check env.json

3. Usethe ahfctl setosgroup command to change the default operating system group any
time you want. This group change will reflect on the user root directory. Similarly, the
respective runs will have the new group.

ahfctl setosgroup [-h] [-group GROUP]

For example, to set the default operating system group to dba, run the ahfctl setosgroup
-group dba command.

4. Use the ahfctl getosgroup command to get the default operating system group
configured.

$ ahfctl getosgroup
0s_group: dba

2.5.1.7 Configure MOS Upload While Installing or Upgrading AHF

Use the -setupmos or -nosetupmos command options to configure MOS upload while installing
or upgrading AHF.
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# Note:

If you have already configured MOS upload on the cluster nodes, then you will not be
prompted to enter MOS upload configuration details.

Installing AHF without using the -setupmos or -nosetupmos command options:
Local: ./ahf setup -local
Cluster-wide: ./ahf setup

You will be prompted to confirm if you want to configure MOS upload. If you enter Y to confirm
configuration, then you will be prompted to enter MOS configuration details, name, user,
password, and URL. After successful AHF installation, run the ahfctl getupload command to
validate MOS upload configuration.

If you install AHF cluster-wide and configure MOS upload, then the MOS upload configuration
will automatically be synchronized to other nodes in the cluster.

Installing AHF using the -setupmos command option:
Local: ./ahf setup -local -setupmos
Cluster-wide: . /ahf setup -setupmos

You will be prompted to enter MOS configuration details, name, user, password, and URL.
After successful AHF installation, run the ahfctl getupload command to validate MOS upload
configuration.

If you install AHF cluster-wide and configure MOS upload, then the MOS upload configuration
will automatically be synchronized to other nodes in the cluster.

Installing AHF using the -nosetupmos command option:
Local: ./ahf setup -local -nosetupmos
Cluster-wide: .. /ahf setup -nosetupmos

You will not be prompted to enter MOS upload configuration details.

Upgrading AHF without using the -setupmos or -nosetupmos command options:
Local: ./ahf setup -local
Cluster-wide: ./ahf setup

You will be prompted to confirm if you want to configure MOS upload. If you enter Y to confirm
configuration, then you will be prompted to enter MOS configuration details, name, user,
password, and URL. After successful AHF installation, run the ahfctl getupload command to
validate MOS upload configuration.

If you upgrade AHF cluster-wide and configure MOS upload, then the MOS upload
configuration will automatically be synchronized to other nodes in the cluster.

2.5.2 Upgrading Oracle Autonomous Health Framework

Learn to upgrade Oracle Autonomous Health Framework on Linux, Unix, and Microsoft
Windows operating systems.
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# Note:

Starting in AHF version 23.7.0, AHF full installers are shipped with Java 11.

e Maintaining Oracle Autonomous Health Framework to the Latest Version
Oracle releases a new version of Oracle Autonomous Health Framework every month.

e Automatically Upgrading Oracle Autonomous Health Framework to the Latest Version
AHF Automatic Upgrade enables you to upgrade AHF on the fly without manually
downloading ahf setup and upgrading it.

e Upgrading AHF on Local File System, ACFS, and NFS
You can upgrade AHF on local file system, Oracle Advanced Cluster File System (Oracle
ACFS), and Network File System (NFS).

2.5.2.1 Maintaining Oracle Autonomous Health Framework to the Latest Version

Oracle releases a new version of Oracle Autonomous Health Framework every month.

Applying standard Release Update Revisions (RURs) automatically updates Oracle
Autonomous Health Framework. However, the Release Update Revisions (RURSs) do not
contain the rest of the Oracle Database support tools bundle updates. Download the latest
version of Oracle Autonomous Health Framework with Oracle Database support tools bundle
from My Oracle Support note 2550798.1.

Upgrading is similar to first-time installation. As root, use the ahf setup script. If Oracle
Autonomous Health Framework is already installed, then the installer updates the existing
installation. When already installed, a cluster upgrade does not need SSH. The cluster
upgrade uses the existing daemon secure socket communication between hosts.

$ ahf setup

Related Topics
e https://support.oracle.com/rs?type=doc&id=2550798.1

2.5.2.2 Automatically Upgrading Oracle Autonomous Health Framework to the Latest

Version

ORACLE

AHF Automatic Upgrade enables you to upgrade AHF on the fly without manually downloading
ahf setup and upgrading it.

# Note:

You need AHF installed user privileges to run the upgrade commands.

Autoupgrade Support Matrix

Autoupgrade is supported on:
e Linux

e Solaris
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« AIX

# Note:
e openssl is needed for all platforms to support autoupgrade. If openssl is not
present, then autoupgrade exits gracefully.

» If you are not using the default port (443), then you must configure a custom port
using the ahfctl setupload command to upgrade AHF successfully.

Autoupgrade is NOT supported on:
+  HP-UX
*  Microsoft Windows

e Standalone (Extract) installations of AHF (except Exadata domO)

Autoupgrade of AHF by non-root user is supported only if the existing installation was done by
the same user and the installation type is typical (full). For example, if user "X" has installed
AHF, then autoupgrade cannot be performed by user "Y".

Upgrade AHF Automatically:

Oracle Trace File Analyzer scheduler automatically upgrades AHF if it finds a new version of
AHF either at Software stage location or at Rest Endpoints (Object Store).

Oracle Trace File Analyzer scheduler is scheduled to run on a weekly time interval to check if a
new version of AHF is present at AHF Software stage or at Rest Endpoints (Object Store). If a
new version of AHF is found, then Oracle Trace File Analyzer scheduler will automatically
upgrade AHF to the latest version without changing any of the saved configurations.

Upgrade AHF with upgrade option:

With this option, you can upgrade AHF irrespective of number of old days. If a new version of
AHF is present either at Software stage location or at Rest Endpoints (Object Store), then AHF
will be upgraded. If a new version of AHF is not found at these two places, then download AHF
from MOS to Software stage, and then upgrade.

ahfctl upgrade

Set the following attributes in the ahf .properties file using command-line options:

ahfctl setupgrade -autoupgrade <on/off> -swstage path

To disable autoupgrade:

ahfctl setupgrade -autoupgrade off

Or

ahfctl unsetupgrade -autoupgrade
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To unset autoupgrade parameters:

ahfctl unsetupgrade
[-all]

[-swstage]
[-autoupgrade]
[-servicename]
[-frequency]

To get autoupgrade configurations parameters:

ahfctl getupgrade -all

# Note:

To get best results out of autoupgrade, run the latest AHF version.

Example 2-1 Set autoupgrade parameters with valid inputs

ahfctl setupgrade -swstage /scratch/ahf stage -autoupgrade on -frequency 21
AHF autoupgrade parameters successfully updated
Successfully synced AHF configuration

Example 2-2 Set all autoupgrade parameters with valid inputs

ahfctl setupgrade -all

Enter autoupgrade flag <on/off> : on

Enter software stage location : /scratch/ahf stage
Enter auto upgrade frequency : 30

AHF autoupgrade parameters successfully updated
Successfully synced AHF configuration

Example 2-3 Turn off autoupgrade

Oracle Trace File Analyzer scheduler will not run automatic upgrade.

ahfctl setupgrade -autoupgrade off
AHF autoupgrade parameters successfully updated
Successfully synced AHF configuration

Example 2-4 Print upgrade entries

ahfctl getupgrade -all

autoupgrade : off

autoupgrade.swstage : /scratch/ahf stage
autoupgrade.frequency : 30
autoupgrade.servicename : [not set]
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Example 2-5 Unset all upgrade parameters

ahfctl unsetupgrade -all
AHF upgrade parameters successfully removed
Successfully synced AHF configuration

Example 2-6 Unset a single parameter

ahfctl unsetupgrade -swstage
Software stage location successfully removed
Successfully synced AHF configuration

Example 2-7 Invalid Frequency

ahfctl setupgrade -frequency O
Invalid autoupgrade frequency. Use frequency between 1 and 30

Example 2-8 AHF is older than 180 days

ahfctl getupload

Autonomous Health Framework is older than 180 days. please use "ahfctl
upgrade" to upgrade to latest version of AHF

continue running original command ...

ahfctl upgrade

Starting download of Autonomous Health Framework from: https://
updates.oracle.com/Orion/Services/download/AHF-LINUX v20.2.3.zip?
aru=23858854&patch file=AHF-LINUX v20.2.3.zip

Upgrading Autonomous Health Framework

Example 2-9 AHF is older than 365 days

ahfctl getupload

Autonomous Health Framework is older than 360 days. please use "ahfctl
upgrade" to latest version of AHF

ahfctl upgrade

Starting download of Autonomous Health Framework from: https://
updates.oracle.com/Orion/Services/download/AHF-LINUX v20.2.3.zip?
aru=23858854&patch file=AHF-LINUX v20.2.3.zip

Upgrading Autonomous Health Framework

Example 2-10 New version of AHF is available at software stage location

ahfctl upgrade

AHF Installer for Platform Linux Architecture x86 64

AHF Installation Log : /tmp/ahf install 211000 31931 2021 03 29-06 54 58.log
Starting Autonomous Health Framework (AHF) Installation

AHF Version: 21.1.0 Build Date: 202103290252

AHF is already installed at /opt/oracle.ahf

Installed AHF Version: 21.1.0 Build Date: 202103290200
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Upgrading /opt/oracle.ahf
Shutting down AHF Services
Shutting down TFA

Successfully shutdown TFA..

Starting AHF Services

Starting TFA..

Waiting up to 100 seconds for TFA to be started..

Successfully started TFA Process..

TFA Started and listening for commands

No new directories were added to TFA

INFO: Starting exachk scheduler in background. Details for the process can be
found at /u0l/app/grid/oracle.ahf/data/busmOlclient0l/diag/exachk/
compliance start 290321 065650.1log

AHF is sucessfully upgraded to latest version

| Host | TFA Version | TFA Build ID | Upgrade Status |

R e e e e e et e e e e +

| node01 | 21.1. | 21100020210329025257 | UPGRADED

| node02 | 21.1. | 21100020210329020041 | UPGRADED
it e T e ittt e it e i e !
Moving /tmp/ahf install 211000 31931 2021 03 29-06 54 58.log to /u0l/app/grid/
oracle.ahf/data/busmOlclient01/diag/ahf/

Please upgrade AHF on the below mentioned nodes as well using ahfctl upgrade
node02

Example 2-11 Set REST endpoints using setupload command

ahfctl setupload -name ahf upgrade loc -type https -url 'https://IP Address/
rest/tfa-processor/download?osName=LINUX&ahfVersion=%2720.2%27"

-https_token "X-TFA-Authorization: <>"

-header Content-Type:application/json

# Note:

The name of config must always be ahf_upgrade_loc. This name indicates that the
config is for AHF download.

You can ovewrite ahf upgrade loc using ahfctl setupgrade -autoupgrade servicename
new name

At rest endpoints, AHF downloads the AHF installer zip if newer version is available.

Example 2-12 Set REST endpoints with a custom port using setupload command
ahfctl setupload -name ahf upgrade loc -type https -url 'https://IP Address/
rest/tfa-processor/download?osName=LINUX&ahfVersion=%2720.2%27"

-https_token "X-TFA-Authorization: <>"
-header Content-Type:application/json -port <port number>
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Example 2-13 Set REST endpoints (Object Store's) using setupload command

ahfctl setupload

-name ahf upgrade loc

-type https

-user testuser

-url https://host.domain/v1l/id5igemtjzlt/tfa bucket -password

At Object store, you can keep either ahf setup or zip. First, AHF tries to download
ahf setup. If ahf setup is not available, then AHF searches for AHF installer zip.

1. Configure object storage endpoint:

ahfctl setupload -name upload end point -type https

Enter upload end point.https.user: john.doelacme.com

Enter upload end point.https.password:

Enter upload end point.https.url: https://swiftobjectstorage.acme.com/v1/
dbaasimage/CAIPING

Successfully synced AHF configuration

2. Configure setupgrade with the name of your upload configuration:

ahfctl setupgrade -servicename upload end point
Successfully synced AHF configuration
AHF autoupgrade parameters successfully updated

3. Runthe ahfctl upgrade command:

ahfctl upgrade
Upload configuration check for: upload end point.
Parameters are confiqgured correctly to upload.

AHF-LINUX v21.1.0.zip successfully downloaded at /opt/oracle.ahf
/opt/oracle.ahf/AHF-LINUX v21.1.0.zip successfully extracted at /opt/
oracle.ahf

AHF software signature has been validated successfully
Example 2-14 Set mos upload configuration

ahfctl setupload -name mosconfl -type https

Enter mosconfl.https.user : john.doe@acme.com

Enter mosconfl.https.password :

Enter mosconfl.https.url : https://transport.oracle.com/upload/issue
Successfully synced AHF configuration

Upload configuration set for: mosconfl

type: https

mosconfl.https.user: john.doe@acme.com

mosconfl.https.password: ***x**xx*

mosconfl.https.url: https://transport.oracle.com/upload/issue
Service upload parameters successfully stored.

AHF will continue to upload the collections to the Service until unset using
tfactl unsetserviceupload [-all]
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Related Topics

e ahfctl setupgrade
Use the ahfctl setupgrade command to set upgrade parameters.

e ahfctl unsetupgrade
Use the ahfctl unsetupgrade command to unset upgrade parameters.

e ahfctl getupgrade
Use the ahfctl getupgrade command to fetch upgrade config from the ahf.properties
file.

e ahfctl upgrade
Use the ahfctl upgrade command to upgrade AHF to a new version.

* ahfctl setupload
Use the ahfctl setupload command to set upload parameters.

2.5.2.3 Upgrading AHF on Local File System, ACFS, and NFS

You can upgrade AHF on local file system, Oracle Advanced Cluster File System (Oracle
ACFS), and Network File System (NFS).

Local File System

If the stage location is a local file system and if the AHF installer zip file exists in the stage
location, then after upgrading, the installer removes the AHF installer zip file and all the
extracted items from the stage location.

1. Configure the auto upgrade parameters.
ahfctl setupgrade -all

Enter autoupgrade flag <on/off> : on

Enter software stage location : /opt/local
Enter auto upgrade frequency : 30

AHF autoupgrade parameters successfully updated
Successfully synced AHF configuration
refreshConfig() completed successfully.

2. Check if the AHF installer zip file exists in the stage location.

1ls /opt/local
AHF-LINUX v22.1.0. zip

# Note:

Oracle Trace File Analyzer scheduler calls ahfctl upgrade -nomos at a given
frequency, in this example, auto-upgrade will happen every 30 days at 3 AM. You
can also initiate automatic upgrade from the command-line using the ahfctl
upgrade command.

3. Run the upgrade command.

ahfctl upgrade
AHF Installer for Platform Linux Architecture x86 64
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AHF Installation Log : /tmp/

ahf install 221000 139332 2022 03 09-02 09 42.log

Starting Autonomous Health Framework (AHF) Installation

AHF Version: 22.1.0 Build Date: 202203081742

AHF is already installed at /opt/oracle.ahf

Installed AHF Version: 22.1.0 Build Date: 202203081714

Upgrading /opt/oracle.ahf

Shutting down AHF Services

Nothing to do !

Shutting down TFA

Removed symlink /etc/systemd/system/multi-user.target.wants/oracle-
tfa.service.

Removed symlink /etc/systemd/system/graphical.target.wants/oracle-
tfa.service.

Successfully shutdown TFA..

Starting AHF Services

Starting TFA..

Waiting up to 100 seconds for TFA to be started..

Successfully started TFA Process..

TFA Started and listening for commands

No new directories were added to TFA

Directory /ull/app/grid/crsdata/scao05adm07/trace/chad was already added
to TFA Directories.

INFO: Starting exachk scheduler in background. Details for the process can
be found at /ull/app/grid/oracle.ahf/data/scao05adm07/diag/exachk/
compliance start 090322 021151.log

AHF is successfully upgraded to latest version

| Host | TFA Version | TFA Build ID | Upgrade Status |
e T e e T e e e L e e e e T T +
| scao05adm07 | 22.1.0.0.0 | 22100020220308174218 | UPGRADED !
| scao05adm08 | 22.1.0.0.0 | 22100020220308171448 | UPGRADED !

Moving /tmp/ahf install 221000 139332 2022 03 09-02 09 42.log to /ull/app/
grid/oracle.ahf/data/scao05adm07/diag/ahf/

Please upgrade AHF on the below mentioned nodes as well using ahfctl
upgrade

scao05adm08

4. Validate if AHF installer zip and the extracted files are removed from the stage location.

1ls -lart /opt/local
drwxr-xr-x 2 root root 2 Mar 9 02:32
drwxr-xr-x 25 root Sys 28 Mar 9 02:32

Oracle Advanced Cluster File System (Oracle ACFS)

If the stage location is ACFS and if the AHF installer zip file exists in the stage location, then
after upgrading, the installer removes the AHF installer zip file and retains all the extracted
binaries in the stage location so that the other nodes can consume them.
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Configure the auto upgrade parameters.

ahfctl setupgrade -all

Enter autoupgrade flag <on/off> : on

Enter software stage location : /acfs01

Enter auto upgrade frequency : 30

AHF autoupgrade parameters successfully updated
Successfully synced AHF configuration
refreshConfig() completed successfully.

Check if the AHF installer zip file exists in the stage location.

1s -lart /acfs01
total 387862

-rw-r--r--+ 1 root root 1520 Apr 30 2020 README.txt
-rw-r--r--+ 1 root root 625 Nov 1 15:15 oracle-tfa.pub
-rw-r--r--+ 1 root root 384 Jan 4 22:45 ahf setup.dat
-rwxr-xr-x+ 1 root root 392587026 Mar 9 01:55 ahf setup

Run the upgrade command.

ahfctl upgrade

AHF Installer for Platform Linux Architecture x86 64

AHF Installation Log : /tmp/

ahf install 221000 139332 2022 03 09-02 09 42.log

Starting Autonomous Health Framework (AHF) Installation

AHF Version: 22.1.0 Build Date: 202203081742

AHF is already installed at /opt/oracle.ahf

Installed AHF Version: 22.1.0 Build Date: 202203081714

Upgrading /opt/oracle.ahf

Shutting down AHF Services

Nothing to do !

Shutting down TFA

Removed symlink /etc/systemd/system/multi-user.target.wants/oracle-
tfa.service.

Removed symlink /etc/systemd/system/graphical.target.wants/oracle-
tfa.service.

Successfully shutdown TFA..

Starting AHF Services

Starting TFA..

Waiting up to 100 seconds for TFA to be started..

Successfully started TFA Process..

TFA Started and listening for commands

No new directories were added to TFA

Directory /ull/app/grid/crsdata/scao05adm07/trace/chad was already added
to TFA Directories.

INFO: Starting exachk scheduler in background. Details for the process can
be found at /u0l/app/grid/oracle.ahf/data/scao05adm07/diag/exachk/
compliance start 090322 021151.log

AHF is successfully upgraded to latest version

| Host | TFA Version | TFA Build ID | Upgrade Status |

e e T e e T e e T +

| scao05adm07 | 22.1.0.0.0 | 22100020220308174218 | UPGRADED |
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| scao05adm08 | 22.1.0.0.0 | 22100020220308171448 | UPGRADED
P e e e e L e e e e L L e !
Moving /tmp/ahf install 221000 139332 2022 03 09-02 09 42.log to /ull/app/
grid/oracle.ahf/data/scao05adm07/diag/ahf/

Please upgrade AHF on the below mentioned nodes as well using ahfctl
upgrade

scao05adm08

Validate the AHF installer zip is removed and the extracted binaries are retained.

1s -lart /acfs01

-rw-r--r--+ 1 root root 1520 Apr 30 2020 README.txt
-rw-r--r--+ 1 root root 625 Nov 1 15:15 oracle-tfa.pub
-rw-r--r--+ 1 root root 384 Jan 4 22:45 ahf setup.dat

-rwxr-xr-x+ 1 root root 392587026 Mar 9 01:55 ahf setup

Network File System (NFS)

ORACLE

If the stage location is NFS and if the AHF installer zip file exists in the stage location, then
the installer asks the user to extract it.

If the stage location has AHF binaries in the extracted form, then after upgrading, the
installer retains the extracted AHF binaries as is.

If the stage location has AHF installer zip file, then after upgrading, the installer removes
the AHF installer zip file.

Configure the auto upgrade parameters.

ahfctl setupgrade -all

Enter autoupgrade flag <on/off> : on

Enter software stage location : /export/sheisey R/ahf stage

Stage location /export/sheisey R/ahf stage file system type is NFS. User
needs to unzip AHF zip placed at NFS file system.

Enter auto upgrade frequency : 30

AHF autoupgrade parameters successfully updated

Successfully synced AHF configuration

refreshConfig() completed successfully.

Check if the AHF installer zip file or AHF binaries in the extracted form exists in the stage
location.

ls -lart /export/sheisey R/ahf stage

—rw-r--r-- 1 root root 389105013 Feb 3 06:08 AHF-LINUX v22.1.0.zip
-rw-r--r--+ 1 root root 1520 Apr 30 2020 README.txt

-rw-r--r--+ 1 root root 625 Nov 1 15:15 oracle-tfa.pub
-rw-r--r--+ 1 root root 384 Jan 4 22:45 ahf setup.dat

-rwxr-xr-x+ 1 root root 392587026 Mar 9 01:55 ahf setup
Run the upgrade command.

ahfctl upgrade

AHF Installer for Platform Linux Architecture x86 64
AHF Installation Log : /tmp/

ahf install 221000 139332 2022 03 09-02 09 42.log
Starting Autonomous Health Framework (AHF) Installation
AHF Version: 22.1.0 Build Date: 202203081742
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AHF is already installed at /opt/oracle.ahf

Installed AHF Version: 22.1.0 Build Date: 202203081714

Upgrading /opt/oracle.ahf

Shutting down AHF Services

Nothing to do !

Shutting down TFA

Removed symlink /etc/systemd/system/multi-user.target.wants/oracle-
tfa.service.

Removed symlink /etc/systemd/system/graphical.target.wants/oracle-
tfa.service.

Successfully shutdown TFA..

Starting AHF Services

Starting TFA..

Waiting up to 100 seconds for TFA to be started..

Successfully started TFA Process..

TFA Started and listening for commands

No new directories were added to TFA

Directory /ull/app/grid/crsdata/scao05adm07/trace/chad was already added
to TFA Directories.

INFO: Starting exachk scheduler in background. Details for the process can
be found at /ull/app/grid/oracle.ahf/data/scao05adm07/diag/exachk/
compliance start 090322 021151.log

AHF is successfully upgraded to latest version

| Host | TFA Version | TFA Build ID | Upgrade Status |
e T e e T e e e L e e e e T T +
| scao05adm07 | 22.1.0.0.0 | 22100020220308174218 | UPGRADED !
| scao05adm08 | 22.1.0.0.0 | 22100020220308171448 | UPGRADED !

Moving /tmp/ahf install 221000 139332 2022 03 09-02 09 42.log to /ull/app/
grid/oracle.ahf/data/scao05adm07/diag/ahf/

Please upgrade AHF on the below mentioned nodes as well using ahfctl
upgrade

scao05adm08

Validate if the AHF installer zip is removed and the extracted binaries are retained.

ls -lart /export/sheisey R/ahf stage

-rw-r--r--+ 1 root root 1520 Apr 30 2020 README.txt
-rw-r--r--+ 1 root root 625 Nov 1 15:15 oracle-tfa.pub
-rw-r--r--+ 1 root root 384 Jan 4 22:45 ahf setup.dat

-rwxr-xr-x+ 1 root root 392587026 Mar 9 01:55 ahf setup

2.5.3 Patching Oracle Autonomous Health Framework

Learn to patch Oracle Autonomous Health Framework automatically or on demand.

ORACLE

Running AHFCTL Update Commands to Automatically Patch Oracle Autonomous Health
Framework

You need AHF install user privileges to run the update, setupdate, getupdate, and
unsetupdate commands.

Running AHFCTL Update Commands to Apply AHF Metadata and Framework Updates
You need AHF install user privileges to run these commands.
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2.5.3.1 Running AHFCTL Update Commands to Automatically Patch Oracle
Autonomous Health Framework

You need AHF install user privileges to run the update, setupdate, getupdate, and
unsetupdate commands.

ahfctl update
Use the ahfctl update command to apply AHF updates automatically.

ahfctl setupdate
Use the ahfctl setupdate command to set update parameters.

ahfctl getupdate
Use the ahfctl getupdate command to get update parameters.

ahfctl unsetupdate
Use the ahfctl unsetupdate command to unset update parameters.

How to Apply an Update
Configure AHF to automatically download new compliance checks and SRDCs from MOS
(My Oracle Support) or a REST Endpoint.

2.5.3.1.1 ahfctl update

Use the ahfctl update command to apply AHF updates automatically.

ORACLE

< Note:

You need AHF install user privileges to run the ahfctl update command.

Caution:

Make sure to test the metadata on a pre-production system before copying the
downloaded file to the production-mounted filesystem.

1. Configure automatic download on a staging server.

2. Test the downloaded metadata on a pre-production system.
3. Configure auto-update on all production systems.
4

Copy the test metadata zip on production mounted file systems to automatically
apply the update.

Syntax

ahfctl update
[-h]

[-nomos]
[-debug]
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Parameters

Table 2-1 ahfctl update Command Parameters
]

Parameter Description
-nomos Specify not to configure MOS.
-debug Specify the -~debug option to enable debugging.

Example 2-15 New AHF metadate update is available at software stage location

ahfctl update

Updated file /opt/oracle.ahf/exachk/.cgrep/versions.dat

Updated file /opt/oracle.ahf/exachk/rules.dat

Updated file /opt/oracle.ahf/exachk/.cgrep/collections.dat

Updated file /opt/oracle.ahf/exachk/messages/check messages.json

Data files updated to 20220607 from 20220516

Please copy ahf data 20220607.zip and run the command 'ahfctl applyupdate -
updatefile ahf data 20220607.zip' on the below mentioned nodes

scao05adm08

Example 2-16 REST Endpoints parameters are configured and a new AHF metadata
update is available at the REST Endpoint

ahfctl update

Applying AHF metedata update...

AHF update zip is not available at stage location /opt/rajeev
Upload configuration check for: ahf update loc.

Parameters are confiqgured correctly to upload.

ahf data 20220607.zip successfully downloaded at /opt/rajeev
Updated file /opt/oracle.ahf/exachk/.cgrep/versions.dat

Updated file /opt/oracle.ahf/exachk/rules.dat

Updated file /opt/oracle.ahf/exachk/.cgrep/collections.dat
Updated file /opt/oracle.ahf/exachk/messages/check messages.json
Data files updated to 20220607 from 20220601

Please copy ahf data 20220607.zip and run the command 'ahfctl applyupdate -
updatefile ahf data 20220607.zip' on the below mentioned nodes
scao05adm08

2.5.3.1.2 ahfctl setupdate

ORACLE

Use the ahfctl setupdate command to set update parameters.

# Note:

You need AHF install user privileges to run the ahfctl setupdate command.

Syntax

ahfctl setupdate
[-h]
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[-all]

[-swstage SWSTAGE]
[-autoupdate AUTOUPDATE]
[-servicename SERVICENAME]
[-fstype FSTYPE]
[-frequency FREQUENCY]

Parameters

Table 2-2 ahfctl setupdate Command Parameters
]

Parameter Description
-all Specify to configure all parameters.
-swstage SWSTAGE Specify the software stage location, for example, /opt/oracle.ahf.

-autoupdate AUTOUPDATE Specify to enable or disable autoupdate. Default: on. Valid values: on|off.

-servicename Specify the name of the REST download service. Default:

SERVICENAME ahf update loc.

-fstype FSTYPE Specify the stage location file system type, for example, nfs/acfs/
local.

-frequency FREQUENCY  Specify the autoupdate frequency in days in the range (1,30), for example,
15.

-debug Specify the -~debug option to enable debugging.

Example 2-17 Set update configuration

ahfctl setupdate -swstage /opt/oracle.ahf -autoupdate on

Example 2-18 Set all update parameters

ahfctl setupdate -all

Enter autoupdate flag <on/off> : on

Enter software stage location : /scratch/ahf stage
Enter auto update frequency : 30

AHF autoupdate parameters successfully updated
Successfully synced AHF configuration

Example 2-19 Disable autoupdate

ahfctl setupdate -autoupdate off
AHF autoupdate parameters successfully updated
Successfully synced AHF configuration
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2.5.3.1.3 ahfctl getupdate

Use the ahfctl getupdate command to get update parameters.

# Note:

You need AHF install user privileges to run the ahfctl getupdate command.

Syntax

ahfctl getupdate
[-h]

[-all]

[-debug]

Parameters

Table 2-3 ahfctl getupdate Command Parameters

Parameter Description
-all Specify to get all parameters.
-debug Specify the ~debug option to enable debugging.

Example 2-20 Get all update parameters

ahfctl getupdate -all

autoupdate : on

autoupdate.swstage : /opt/oracle.ahf
autoupdate.frequency : 30
autoupdate.servicename : [not set]
autoupdate.fstype : [not set]

2.5.3.1.4 ahfctl unsetupdate

ORACLE

Use the ahfctl unsetupdate command to unset update parameters.

# Note:

You need AHF install user privileges to run the ahfctl unsetupdate command.

Syntax

ahfctl setupdate

[-h]

[-all]

[-swstage SWSTAGE]
[-autoupdate AUTOUPDATE]
[-servicename SERVICENAME]
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[-fstype FSTYPE]
[-frequency FREQUENCY]

Parameters

Table 2-4 ahfctl setupdate Command Parameters
]

Parameter Description
-all Specify to unset all parameters.
-swstage SWSTAGE Specify to unset the software stage location.

-autoupdate AUTOUPDATE Specify to unset the autoupdate flag.

-servicename Specify to uset the REST download service name.
SERVICENAME
-fstype FSTYPE Specify to unset the stage location file system type.

-frequency FREQUENCY  Specify to unser the autoupdate frequency.

-debug Specify the -~debug option to enable debugging.

Example 2-21 Unset a single update parameter

ahfctl unsetupdate -swstage
Software stage location successfully removed
Successfully synced AHF configuration

Example 2-22 Unset all update configuration

ahfctl unsetupdate -all
AHF update parameters successfully removed
Successfully synced AHF configuration

2.5.3.1.5 How to Apply an Update

Configure AHF to automatically download new compliance checks and SRDCs from MOS (My
Oracle Support) or a REST Endpoint.

1. Configure MOS credentials.

For example:

ahfctl setupload -name mosconfl -type https
Enter mosconfl.https.user : john.doelacme.com
Enter mosconfl.https.password :

Enter mosconfl.https.url : https://transport.oracle.com/upload/issue

2. Configure auto update.

For example:

ahfctl setupdate -autoupdate on -swstage /my/staging/path -frequency 1

ORACLE 520



Chapter 2
Installing, Upgrading, Patching, Downgrading, and Uninstalling Oracle Autonomous Health Framework

3. Apply update when you're ready.

ahfctl update

2.5.3.2 Running AHFCTL Update Commands to Apply AHF Metadata and Framework
Updates

You need AHF install user privileges to run these commands.

¢ Note:
To configure AHF auto-update refer to:
e ahfctl update
e ahfctl setupdate
e ahfctl getupdate

e ahfctl unsetupdate

e ahfctl applyupdate
Use the ahfctl applyupdate command to update metadata and framework files on the
local node from the zip file provided.

e ahfctl queryupdate
Use the ahfctl queryupdate command to check if an update was applied. To get a list of
all the metadata and framework updates applied, use the -all option. To query a metadata
or framework update with a specific update 1D, use the -updateid option.

« ahfctl rollbackupdate
Use the ahfctl rollbackupdate command to rollback the updates with a specific update
ID applied to the local node. If you do not specify the update ID, then AHF rolls back to the
previous state by default.

e ahfctl deleteupdatebackup
Use the ahfctl deleteupdatebackup command to delete the backup directories used for
AHF update.

2.5.3.2.1 ahfctl applyupdate

Use the ahfctl applyupdate command to update metadata and framework files on the local
node from the zip file provided.
# Note:

*  You need AHF install user privileges to run the ahfctl applyupdate command.

*  You must apply metadata and framework updates to all cluster nodes.
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Syntax

ahfctl applyupdate [-h] [-debug] [-updatefile UPDATEFILE]

Parameters

Table 2-5 ahfctl applyupdate Command Parameters

L _________________________________________________________________________
Parameter Description

-debug Specify the -~debug option to enable debugging.

-updatefile UPDATEFILE Specify the name of the zip file. The existing metadata and framework
files will be replaced with the files in the zip file.

Download the zip file from My Oracle Support note 2550798.1.

Example 2-23 ahfctl applyupdate

# ahfctl applyupdate -updatefile /tmp/ahf data 20220203.zip
Updated file /opt/oracle.ahf/exachk/.cgrep/collections.dat
Updated file /opt/oracle.ahf/exachk/rules.dat

Updated file /opt/oracle.ahf/exachk/.cgrep/versions.dat

Updated file /opt/oracle.ahf/exachk/messages/check messages.json
Data files updated to 20220203 from 20211220

Related Topics
* https://support.oracle.com/epmos/faces/DocContentDisplay?id=2550798.1

2.5.3.2.2 ahfctl queryupdate

ORACLE

Use the ahfctl queryupdate command to check if an update was applied. To get a list of all
the metadata and framework updates applied, use the -all option. To query a metadata or
framework update with a specific update ID, use the -updateid option.

# Note:

To verify if the metadata and framework updates were applied to all nodes in a
cluster, run the ahfctl queryupdate command as the AHF install user on each
cluster node.

Syntax

ahfctl queryupdate [-h] [-debug] [-updateid UPDATEID] [-all] [-json]

2-42


https://support.oracle.com/epmos/faces/DocContentDisplay?id=2550798.1

ORACLE

Chapter 2
Installing, Upgrading, Patching, Downgrading, and Uninstalling Oracle Autonomous Health Framework
Parameters

Table 2-6 ahfctl queryupdate Command Parameters

Parameter Description
-debug Specify the -~debug option to enable debugging.
-updateid UPDATEID To query framework update with a specific update ID.

Specify —updateid UPDATEID option to query framework updates.

¢ Note:
To query metadata updates, please use the
-all option.
-all Lists all applied metadata and framework updates.
-json Specify this option to get the output in JSON format.

Example 2-24 ahfctl queryupdate

# ahfctl queryupdate -all

AHF Metadata Update: 20220203
Status: Applied

Applied on: Fri Feb 4 00:47:00 2022

# ahfctl queryupdate -all

AHF Framework update: PATCH 22.2.4.1
Status: Applied

Fixes: 34716496

Applied on: Wed Nov 30 15:14:56 2022

34716496 is the updateid for AHF framework update applied.

ahfctl queryupdate -updateid 34716496

AHF Framework update: PATCH 22.2.4.1
Status: Applied

Fixes: 34716496

Applied on: Wed Nov 30 15:14:56 2022

1:53

AHF framework updated files:
/opt/oracle.ahf/ahf/lib/ahfcomponents.py
/opt/oracle.ahf/ahf/lib/ahfctl.py
/opt/oracle.ahf/exachk/messages/framework messages.json
/opt/oracle.ahf/exachk/lib/ahf metadata.py
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2.5.3.2.3 ahfctl rollbackupdate

ORACLE

Use the ahfctl rollbackupdate command to rollback the updates with a specific update ID
applied to the local node. If you do not specify the update 1D, then AHF rolls back to the
previous state by default.

# Note:

To rollback the metadata and framework updates applied to all nodes in a cluster, you
must run the ahfctl rollbackupdate command as the AHF install user on each
cluster node.

Syntax

ahfctl rollbackupdate [-h] [-debug] [-updateid UPDATEID]

Parameters

Table 2-7 ahfctl rollbackupdate Command Parameters
|

Parameter Description
-debug Specify the -debug option to enable debugging.
-updateid UPDATEID Specify update ID, for example, Bug ID, Build ID, that you want to rollback.

Example 2-25 ahfctl rollbackupdate

# ahfctl rollbackupdate -updateid 20220203

Data files with timestamp 20220203 identified. Rolling back the files to
Production version 20211220

Rolled back the data files 20220203 to Production version 20211220
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2.5.3.2.4 ahfctl deleteupdatebackup

ORACLE

Use the ahfctl deleteupdatebackup command to delete the backup directories used for AHF
update.

# Note:

* To delete the backup directories on all nodes in a cluster, you must run the
ahfctl deleteupdatebackup command as the AHF install user on each cluster
node.

*  You must not delete the backup directories randomly. Oracle recommends
deleting the backup directories in the same order the updates were applied. If
you delete the backup directories associated with a specific timestamp, then you
will not be able to roll back to the state before the updates with that specific
timestamp were applied.

* Upgrading AHF using the ahf setup script automatically deletes the backup
directories of the previous AHF versions.

*  Oracle recommended to delete the AHF update backup directories only when
there's a need to free up space on the system. You cannot delete the AHF
update backup directory of the current running timestamp/update because once
the backup directory is deleted for the specific timestamp, rolling back the update
to specific timestamp/update is not possible.

For example: AHF Updates applied in order is: 20230901 -> 20231001 ->
20231101 (Current latest update). You can delete update backups for 20230901
and 20231001 but not the 20231101.

Syntax
ahfctl deleteupdatebackup [-h] [-debug] [-updateid UPDATEID] [-silent]
Parameters

Table 2-8 ahfctl deleteupdatebackup Command Parameters
]

Parameter Description

-debug Specify the -debug option to enable debugging.
-updateid UPDATEID Deletes the backup directories with the specified timestamp.
-silent Skips user confirmation for delete backup directories.

Example 2-26 ahfctl deletebackup
# ahfctl deleteupdatebackup -updateid 20220130

Deleted metadata backup directory for: /opt/oracle.ahf/data/
work/.exachk patch directory/.20220130 metadata bkp
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2.5.4 Downgrading Oracle Autonomous Health Framework

ORACLE

AHF supports downgrading to the last version previously upgraded from, as long as it is less
than 6 months old.

AHF is installed with Grid Infrastructure, which also supports downgrading, however after a Gl
downgrade AHF used to become unusable because of broken GI Python and JDK
dependencies.

Additionally, customers who had performed an AHF install outside of Gl were unable to
downgrade, without losing configuration and event data.

This was because the AHF installer would prevent a new install if it found a more recent
version on the system. Customers had to uninstall the current version and reinstall an older
one, there was no way to retain configuration or event data, which resulted in its loss.

Now AHF supports downgrading to the last version previously upgraded from, if it is less than 6
months old.

During the downgrade process AHF will:

1. Export configuration and event data from the installed version.
2. Remove the installed binaries.

3. Install the older binaries.

4. Import the exported configuration and event data.

To perform a downgrade:

1. Find your eligible downgrade target version by running:

ahf software get-downgrade-target [--version] [-location]
2. Validate AHF Installer by running:

ahf software validate-downgrade-installer --installer <installer file>
3. Run the following command using the downgrade target AHF installer:

ahf setup -downgrade

If you do not have access to the AHF installer from the previous version, contact Oracle
Support to obtain it.

Related Topics

e Oracle Autonomous Health Framework Installation Command-Line Options
Understand the options that you can supply to the Oracle Autonomous Health Framework
installer script to customize the installation.

« ahf software
Use the ahf software command to retrieve the details of AHF software, Monthly
Recommended Patches (MRP), get downgrade target, validate downgrade installer, get
update history, and get downgrade history.
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2.5.5 Uninstalling Oracle Autonomous Health Framework

To uninstall Oracle Autonomous Health Framework, run the uninstall command as root, or
install user.

Run ahfctl uninstall to uninstall AHF.

Running the command:

e Stops Oracle Orachk

e Stops Oracle Trace File Analyzer

e Deletes the Oracle Autonomous Health Framework installation directory

Example 2-27

ahfctl uninstall -deleterepo -silent
Starting AHF Uninstall
AHF will be uninstalled on: nodel

Stopping
Sleeping

Stopping

Removing
Removing
Removing
Removing
Removing
Removing
Removing
Removing
Removing
Removing
Removing
Removing
Removing
Removing
Removing

AHF service

on local node nodel...

for 10 seconds...

TFA Support

Tools...

AHF setup on nodel:

/opt/oracle.
/opt/oracle.
/opt/oracle.
/opt/oracle.
/opt/oracle.
/opt/oracle.
/opt/oracle.
/opt/oracle.
/opt/oracle.
/opt/oracle.
/opt/oracle.
/opt/oracle.
/opt/oracle.
/opt/oracle.

ahf/rpms

ahf/jre

ahf/common

ahf/bin

ahf/python
ahf/analyzer
ahf/tfa

ahf/orachk

ahf/ahf
ahf/data/nodel
ahf/install.properties
ahf/data/repository
ahf/data

ahf

2.6 Start Using Oracle Autonomous Health Framework

ORACLE

e Understanding the Directory Structure
Review the list of key Oracle Autonomous Health Framework directories.

e Configuring Oracle Trace File Analyzer and Oracle Orachk/Oracle Exachk to Use the
Same Notification Addresses
Configure notification emails to notify the recepients the results of Oracle Orachk and
Oracle Exachk compliance checking, or when Oracle Trace File Analyzer detects
significant faults.

e Oracle Trace File Analyzer Command-Line and Shell Options
The tfactl tool functions as a command-line interface, shell interface, and menu interface.
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* Manage Oracle Trace File Analyzer and Oracle Orachk Daemons Using systemctl

Commands

Run the systemctl commands as root user on an Oracle Linux server. You can also start/
stop Oracle Trace File Analyzer daemon using the tfactl shutdown and tfactl start

commands.

»  Behavior of Oracle Orachk or Oracle Exachk Daemon
AHF 23.9 includes a new command option reset to change the behavior of Oracle Orachk
or Oracle Exachk daemon during autostart, autostop, and upgrade.

Review the list of key Oracle Autonomous Health Framework directories.

Table 2-9 Key Oracle Autonomous Health Framework Directories

Directory

Description

AHF LOC

Directory where Oracle Autonomous Health
Framework is installed.

AHF LOC/python

Python home directory.

AHF LOC/orachk

Oracle Orachk home directory.

AHF LOC/jre

JRE home directory.

AHF_L,OC/common

Oracle Autonomous Health Framework common
directory that contains libraries, ACR, ORDS, and
sSo on.

AHF LOC/bin

Directory that contains Oracle Autonomous Health
Framework binaries including the command-line
interface tfactl and orachk.

AHF LOC/analyzer

Oracle Autonomous Health Framework Analyzer
directory.

AHF LOC/data

Oracle Autonomous Health Framework data
directory contains data generated by Oracle
Autonomous Health Framework components such
as configuration files, Berkeley DB (BDB), Index
data, and so on.

AHF LOC/tfa

Oracle Trace File Analyzer home directory.

DATA DIR

Directory where Oracle Autonomous Health
Framework stores diagnostic collections and
Metadata.

DATA DIR/repository

Directory where Oracle Autonomous Health
Framework stores diagnostic collections.

DATA DIR/HOST/diag

This directory contains logs from all components.

2.6.2 Configuring Oracle Trace File Analyzer and Oracle Orachk/Oracle
Exachk to Use the Same Notification Addresses

Configure notification emails to notify the recepients the results of Oracle Orachk and Oracle
Exachk compliance checking, or when Oracle Trace File Analyzer detects significant faults.

ORACLE

Use the ahfnotificationaddress option to configure Oracle Trace File Analyzer and Oracle
Orachk/Oracle Exachk to use the same notification addresses.
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Specify a space-delimited list of email addresses.

# tfactl set ahfnotificationaddress="idl id2..."

You use the tfactl set ahfnotificationaddress command to set or update the existing
list of email addresses.

If you specify the email addresses while installing Oracle Autonomous Health Framework,
then Oracle Autonomous Health Framework persists those email addresses in the
install.properties file. Oracle Orachk and Oracle Exachk pick those email
addresses from the install.properties file, and then updates the

NOTIFICATION EMAIL property for scheduled jobs. However, if you explicitly specify email
addresses while creating jobs, then Oracle Orachk and Oracle Exachk override the email
addresses inthe install.properties file. By default, Oracle Trace File Analyzer does
not set notification emails using the email addresses in the install.properties file;
instead, you will have to explicitly specify the email addresses.

# tfactl set ahfnotificationaddress="test-userl@example.com test-
userl@example.com"
Successfully set the AHF Notification Address

Run the orachk -get NOTIFICATION EMAIL and exachk -get NOTIFICATION EMAIL
commands to view the list of notification email addresses set for Oracle Orachk and Oracle
Exachk scheduled jobs.

To get the list of notification emails:

# tfactl get ahfnotificationaddress

Fetches and displays the list of notification email IDs from the install.properties file.

# tfactl get ahfnotificationaddress
AHF Notification Address : test-userl@example.com test-userl@example.com

To unset notification emails:

# tfactl unset ahfnotificationaddress

Removes the notification email IDs from the install.properties file.

# tfactl unset ahfnotificationaddress
Successfully unset the AHF Notification Address

Related Topics

NOTIFICATION_EMAIL
Set the NOTIFICATION EMAIL daemon option to send email notifications to the recipients

you specify.
Configuring Email Notification Details

Configure Oracle Trace File Analyzer to send an email to the registered email address
after an automatic collection completes.

Getting Existing Options for the Daemon
Query the values that you set for the daemon options.

2-49



Chapter 2
Start Using Oracle Autonomous Health Framework

Configuring Oracle Trace File Analyzer and Oracle Orachk/Oracle Exachk to Use
Different Notification Addresses

For Oracle Orachk/Oracle Exachk:

Specify a comma-delimited list of email addresses, as follows:

$ orachk -set
"NOTIFICATION EMAIL=some.personfacompany.com,another.personfacompany.com"

$ exachk -set
"NOTIFICATION EMAIL=some.personfacompany.com,another.personfacompany.com"

Optionally, you can specify the name of the profile. If you do not specify, then id=DEFAULT. For
example:

$ orachk -id dba -set
"NOTIFICATION EMAIL=some.personfacompany.com,another.person@acompany.com"

$ exachk -id dba -set
"NOTIFICATION EMAIL=some.personfacompany.com,another.person@acompany.com"

For Oracle Trace File Analyzer:

To set the notification email for a specific ORACLE_HOME, include the operating system owner in
the command:

$ tfactl set notificationAddress=os_user:email

To set the notification email for any ORACLE HOME:

$ tfactl set notificationAddress=email

2.6.3 Oracle Trace File Analyzer Command-Line and Shell Options

ORACLE

The tfactl tool functions as a command-line interface, shell interface, and menu interface.

Table 2-10 Oracle Trace File Analyzer Interfaces

Interface Command How to use

Command-line $ tfactl command Specify all command options at the
command line.

Shell interface $ tfactl Set and change the context and then run
commands from within the shell.

Menu Interface $ tfactl menu Select the menu navigation options and
then choose the command that you want to
run.
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Using tfactl, you can:

*  Run administration commands
e Collect diagnostic data
e Analyze diagnostic data collection

Running tfactl commands depends upon the level of access you have to tfactl. Run the
administration commands as root or sudo. Or, run a subset of commands as:

* An Oracle Database home owner or Oracle Grid Infrastructure home owner.

* A member of 0S DBA or ASM groups.

To grant other users access to tfactl:

tfactl access

To use tfactl as a command-line tool:

tfactl [command] [options]

To use tfactl as a shell interface, enter tfactl, and then run the commands as needed:

$ tfactl
tfactl>

Append the -help option to any of the tfactl commands to obtain command-specific help.

$ tfactl [command] -help

Related Topics

* Running the Installer Script
Run the installer script to install Oracle Autonomous Health Framework or to just extract
the content of the installer package.

e Running Oracle Trace File Analyzer Administration Commands
You need root access to tfactl, or sudo access to run all administration commands.

e Running Oracle Trace File Analyzer Summary and Analysis Commands
Use these commands to view the summary of deployment and status of Oracle Trace File
Analyzer, and changes and events detected by Oracle Trace File Analyzer.

e Running Oracle Trace File Analyzer Diagnostic Collection Commands
Run the diagnostic collection commands to collect diagnostic data.
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2.6.4 Manage Oracle Trace File Analyzer and Oracle Orachk Daemons
Using systemctl Commands

ORACLE

Run the systemctl commands as root user on an Oracle Linux server. You can also start/stop
Oracle Trace File Analyzer daemon using the tfactl shutdown and tfactl start commands.

systemctl status oracle-tfa.service
systemctl start oracle-tfa.service
systemctl stop oracle-tfa.service

# systemctl status oracle-tfa.service

oracle-tfa.service - Oracle Trace File Analyzer

Loaded: loaded (/etc/systemd/system/oracle-tfa.service; enabled; vendor
preset: disabled)

Active: inactive (dead) since Fri 2021-01-29 18:50:51 PST; 24s ago

Process: 79935 ExecStart=/etc/init.d/init.tfa run >/dev/null 2>&1 </dev/null
(code=killed, signal=TERM)

Main PID: 79935 (code=killed, signal=TERM)

Jan 29 15:47:46 denO2mwa systemd[l]: Started Oracle Trace File Analyzer.

Jan 29 15:47:47 den02mwa init.tfa[79935]: Starting TFA..

Jan 29 15:47:48 den02mwa init.tfa[79935]: Starting TFA out of init, Should be
running in 10 seconds

Jan 29 15:47:48 den02mwa init.tfa[79935]: Successfully updated jvmXmx to 128
in TFA...

Jan 29 15:47:56 den02mwa init.tfa[79935]: OSWatcher is already deployed

at /opt/oracle.ahf/tfa/ext/oswbb

Jan 29 15:47:56 den02mwa init.tfa[79935]: Cannot find valid Non root user to
run OSWatcher

Jan 29 18:50:41 denO2mwa systemd[1l]: Stopping Oracle Trace File Analyzer...
Jan 29 18:50:41 denO2mwa init.tfa[79935]: Telemetry not enabled - Not
Starting Adapter

Jan 29 18:50:51 denO2mwa systemd[1l]: Stopped Oracle Trace File Analyzer.

# tfactl start

Starting TFA..

Created symlink /etc/systemd/system/multi-user.target.wants/oracle-
tfa.service -> /etc/systemd/system/oracle-tfa.service.

Created symlink /etc/systemd/system/graphical.target.wants/oracle-tfa.service
-> /etc/systemd/system/oracle-tfa.service.

Waiting up to 100 seconds for TFA to be started..

Successfully started TFA Process..

TFA Started and listening for commands

# tfactl shutdown

Shutting down TFA

Removed /etc/systemd/system/multi-user.target.wants/oracle-tfa.service.

Removed /etc/systemd/system/graphical.target.wants/oracle-tfa.service.
Successfully shutdown TFA..
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2.6.5 Behavior of Oracle Orachk or Oracle Exachk Daemon

AHF 23.9 includes a new command option reset to change the behavior of Oracle Orachk or
Oracle Exachk daemon during autostart, autostop, and upgrade.

Command

Description

exachk -autostart reset

Starts and loads the default schedulers.

orachk -autostart reset

ahfctl compliance -autostart reset

exachk -autostop unset Removes all default unmodified schedulers.
orachk -autostop unset

ahfctl compliance -autostop unset

Daemon behavior until AHF 23.8

The behavior of exachk -autostart, orachk -autostart, ahfctl compliance -autostart,
and ahfctl upgrade are the same. The table below illustrates different scenarios of schedulers
and their behavior before and after autostart and upgrade.

Before autostart/upgrade

After autostart/upgrade

Default schedulers

Default schedulers

User-defined + default schedulers

User-defined

Only user-defined

Only user-defined

User-defined + modified default schedulers

User-defined + modified default schedulers

2 default schedulers: One modified default and the
other is not

Only modified default scheduler

Only one default scheduler out of 2 default
schedulers

Both default schedulers

No schedulers

No schedulers

The table below illustrates different scenarios of schedulers and their behavior before and after
exachk -autostart, orachk -autostart, and ahfctl compliance -autostart.

Before autostop

After autostop

Default schedulers

No schedulers

User-defined + default schedulers

User-defined schedulers only

Only user-defined

Only user-defined

User-defined + modified default schedulers

User-defined + modified default schedulers

2 default schedulers: One modified default and the
other is not

Only modified default scheduler

Only one default scheduler out of 2 default
schedulers

No scheduler

No scheduler

No scheduler
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The behavior of exachk -autostart, orachk -autostart, ahfctl compliance -autostart,
and ahfctl upgrade remains the same as in AHF 23.8. There will be no changes to the
scheduler entries be it default schedulers or user-defined schedulers.

Before autostart/upgrade or autostop and then
autostart

After autostart/upgrade or autostop and then
autostart

Default schedulers

Default schedulers

User-defined + default schedulers

User-defined + default schedulers

Only user-defined

Only user-defined

User-defined + modified default schedulers

User-defined + modified default schedulers

2 default schedulers: One modified default and the
other is not

2 default schedulers: One modified default and the
other is not

Only one default scheduler out of 2 default
schedulers

Only one default scheduler out of 2 default
schedulers

No schedulers

No schedulers

The table below illustrates the behavior after autostart reset.

Before -autostart reset

After -autostart reset

Default schedulers

Default schedulers

User-defined + default schedulers

Default schedulers

Only user-defined

Default schedulers

User-defined + modified default schedulers

Default schedulers

2 default schedulers: One modified default and the
other is not

Default schedulers

Only one default scheduler out of 2 default
schedulers

Default schedulers

No schedulers

Default schedulers

The table below illustrates the behavior when autostop unset is run and then autostart.

Before -autostop unset and then autostart

After -autostop unset and then autostart

Default schedulers

No schedulers

User-defined + default schedulers

User-defined

Only user-defined

Only user-defined

User-defined + modified default schedulers

User-defined + modified default schedulers

2 default schedulers: One modified default and the
other is not

Only modified default scheduler

Only one default scheduler out of 2 default
schedulers

No schedulers

No schedulers

No schedulers
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Use Cases

Use case Outcome

-autostop and then -autostart autostop will only deconfigure the compliance
and autostart will start the compliance and load all
the schedulers that were present before autostop.

-autostop unset and then -autostart autostop unset will deconfigure the compliance
and remove all the default unmodified schedulers
and autostart will start the compliance and load
the user-defined schedulers and modified default
schedulers if they exist.

-autostop and then -~autostart reset autostop will only deconfigure the compliance

and autostart reset will start the compliance
and only load the default schedulers.

-autostop unset and then -autostart reset autostop unset will deconfigure the compliance
and remove all the default unmodified schedulers
and autostart reset will start the compliance
and only load the default schedulers.

Example 2-28 exachk -autostop unset, exachk -autostart reset, and exachk -get all

# exachk -autostop unset

Removing exachk cache discovery....

Successfully completed exachk cache discovery removal.
Successfully copied Daemon Store to Remote Nodes

# exachk -autostart reset

Successfully copied Daemon Store to Remote Nodes

exachk is using TFA Scheduler. TFA PID: 113253

Daemon log file location is : /opt/oracle.ahf/data/test-server/exachk/
user root/output/exachk daemon.log

# exachk -get all

AUTORUN FLAGS = -usediscovery -profile exatierl -dball -showpass -tag
autostart client exatierl -readenvconfig

AUTORUN SCHEDULE = 3 2 * * 1,2,3,4,5,6

COLLECTION RETENTION = 7

AUTORUN FLAGS = -usediscovery -tag autostart client -readenvconfig
AUTORUN SCHEDULE = 3 3 * * 0
COLLECTION RETENTION = 14
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Example 2-29 exachk -autostop unset and exachk -get all

# exachk -autostop unset

Removing exachk cache discovery....

Successfully completed exachk cache discovery removal.
Successfully copied Daemon Store to Remote Nodes

# exachk -get all
No scheduler for any ID

Example 2-30 exachk -autostart reset and exachk -get all

# exachk -autostart reset

Successfully copied Daemon Store to Remote Nodes

exachk is using TFA Scheduler. TFA PID: 113253

Daemon log file location is : /opt/oracle.ahf/data/test-server/exachk/
user root/output/exachk daemon.log

# exachk -get all

AUTORUN FLAGS = -usediscovery -profile exatierl -dball -showpass -tag
autostart client exatierl -readenvconfig

AUTORUN SCHEDULE = 3 2 * * 1,2,3,4,5,6

COLLECTION RETENTION = 7

AUTORUN FLAGS = -usediscovery -tag autostart client -readenvconfig
AUTORUN SCHEDULE = 3 3 * * 0
COLLECTION RETENTION = 14
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Run Compliance Checks

Compliance Checking with Oracle Orachk and Oracle Exachk
Oracle Orachk and Oracle Exachk share a common compliance check framework and a
large portion of their features and tasks are common.

Oracle Health Check Collections Manager for Oracle Application Express 20.2+

Oracle Health Check Collections Manager is a companion application to Oracle
Autonomous Health Framework that gives you an enterprise-wide view of your compliance
check collection data.

3.1 Compliance Checking with Oracle Orachk and Oracle Exachk

Oracle Orachk and Oracle Exachk share a common compliance check framework and a large
portion of their features and tasks are common.

ORACLE

Getting Started with Running Compliance Checks
Review these topics to get started with Oracle Autonomous Health Framework compliance
checking.

Running Compliance Checks Automatically
Oracle recommends that you use the daemon process to schedule recurring compliance
checks at regular intervals.

Running Compliance Checks On-Demand
Usually, compliance checks run at scheduled intervals. However, Oracle recommends that
you run compliance checks on-demand when needed.

Running Compliance Checks in Silent Mode
Run compliance checks automatically by scheduling them with the Automated Daemon
Mode operation.

Understanding and Managing Reports and Output
Oracle Orachk and Oracle Exachk generate a detailed HTML report with findings and
recommendations.

Running Subsets of Checks
Run a subset of compliance checks where necessary.

Understanding Oracle Exachk specifics for Oracle Exadata and Zero Data Loss Recovery
Appliance

Understand the features and learn to perform tasks specific to Oracle Exachk on Oracle
Exadata and Zero Data Loss Recovery Appliance.

Integrating Compliance Check Results with Other Tools
Integrate Oracle Orachk and Oracle Exachk compliance check results into Oracle
Enterprise Manager and other third-party tools.

Using Oracle Orachk to Confirm System Readiness for Implementing Application
Continuity

Application Continuity Checking for Application Continuity enables you to deploy
Application Continuity easily and transparently.
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Running Oracle ZFS Storage Appliance Compliance Checks
Learn to run the compliance checks for Oracle ZFS Storage Appliances.

Using Oracle Exachk on Oracle Big Data Appliance
Understand the features and learn to perform tasks specific to Oracle Exachk on Oracle
Big Data Appliance.

Easily Manage Cell, Switches, Databases and exacli Passwords
Learn to manage passwords for cells, switches, databases, and exacli using the following
commands:

Using the exadcli Utility to Collect Cell Metric Data for Guest VMs (domUs)
exadcli enables you to run an ExaCLI command on multiple remote nodes. Remote
nodes are referenced by their host name or IP address.

Query AHF Message Codes to Understand More About the Context and Next Steps
You can now query Oracle Orachk and Oracle Exachk check details using a four digit code
representing the check.

3.1.1 Getting Started with Running Compliance Checks

Review these topics to get started with Oracle Autonomous Health Framework compliance
checking.

ORACLE

Running Oracle Orachk or Oracle Exachk as a Non-Root User
You can optionally run Oracle Orachk or Oracle Exachk as a non-root user.

Non-Root Users Running Root Privileged Checks on Database Servers
Non-root user can run root privileged checks on the database servers without requiring

root password or sudo.

Automatic Compliance Checking
Use the daemon to configure automatic compliance check runs at scheduled intervals.

Email Notification and Report Overview
The following sections provide a brief overview about email notifications and sections of
the HTML report output.

Recommended On-Demand Usage
This section summarizes the scenarios that Oracle recommends running compliance
checks on-demand.

Running Compliance Checks on a Remote Node
Run compliance checks on remote nodes using RSA/DSA SSH private and public keys.

Creating, Modifying, and Deleting User-Defined Profiles
Specify a comma-delimited list of check IDs to create and modify custom profiles.

Sanitizing Sensitive Information in the Diagnostic Collections
Oracle Autonomous Health Framework uses Adaptive Classification and Redaction (ACR)
to sanitize sensitive data.

Problem Repair Automation Options
Starting in release 19.3, Oracle Orachk and Oracle Exachk have the capability to
automatically fix problems when found.

Integration of Oracle DBSAT into Oracle Autonomous Health Framework
DBSAT is a lightweight utility that will not impair system performance in a measurable way.

Integration of AutoUpgrade utility into Oracle Autonomous Health Framework

The AutoUpgrade utility identifies issues before upgrades, performs pre- and postupgrade
actions, deploys upgrades, performs postupgrade actions, and starts the upgraded Oracle
Database.
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3.1.1.1 Running Oracle Orachk or Oracle Exachk as a Non-Root User

You can optionally run Oracle Orachk or Oracle Exachk as a hon-root user.

When you have installed AHF as root and if non-root users run Oracle Orachk or Oracle
Exachk and want to change the directory to their own output location, then the non-user will not
be able to browse any directory using 1s -1 in the path before their own output location.
However, they can directly cd to the output location.

$ cd /u0l/app/crsusr/oracle.ahf/data/host name/
$ 1s -ltra

1s: cannot open directory .: Permission denied
$ cd orachk

$ 1s

1s: cannot open directory .: Permission denied
$ cd user racusr

$ 1s -1

total 7456

-r-xr-xr-x 1 root root 6836 Jun 1 13:37 cgrep
rw-rr- 1 root root 5481 Jun 1 13:37 cgrep.pyc
drwxr-xr-x 7 racusr oinstall 274432 Jun 1 14:05
orachk host name ratcdb 060120 133414

rr---- 1 racusr oinstall 7323951 Jun 1 14:05
orachk host name ratcdb 060120 133414.zip
drwx----- T 2 racusr root 4096 Jun 1 14:05 output
drwx----- T 4 racusr root 4096 Jun 1 14:05 work

Non-root users can copy the path of Oracle Orachk run result and cd directly there, or copy the
result. Alternatively, they can run the ahfctl showrepo command and it will show them the
correct location where their results are available.

$ ahfctl showrepo

<<output truncated>>
orachk repository: /u0l/app/crsusr/oracle.ahf/data/host name/orachk/
user racusr/output

Related Topics

» ahfctl showrepo
Use the ahfctl showrepo command to get the repository locations of Oracle Autonomous
Health Framework components.

3.1.1.2 Non-Root Users Running Root Privileged Checks on Database Servers

Non-root user can run root privileged checks on the database servers without requiring root
password or sudo.

The Oracle Trace File Analyzer daemon must be running on all database servers in cluster.

ORACLE 23



Chapter 3
Compliance Checking with Oracle Orachk and Oracle Exachk

1. As root user, grant permission to non-root users to run root privileged checks using the
tfactl access grant -user user name -role privileged-compliance-checks
command.

2. Ensure that the non-root user has been assigned to the granted role and promotion is set
to n/a.

tfactl access lsuers

fomm - fomm fomm - fommm +
| User Name | Status | Promoted | Roles \
fomm - fomm fomm - fommm +
| dbusr | Allowed | false | n/a |
| giusr | Allowed | true | n/a

| orarom | Allowed | n/a | platinum |
e fomm fomm - fommm !

Once the non-root user has been assigned to privileged-compliance-checks role, non-root
user can run Oracle Orachk with the -runasroot option to run root privileged checks.

3.1.1.3 Automatic Compliance Checking

ORACLE

Use the daemon to configure automatic compliance check runs at scheduled intervals.

Installing Oracle Autonomous Health Framework as root on Linux or Solaris automatically sets
up Oracle Orachk or Oracle Exachk to use the Oracle Trace File Analyzer scheduler daemon.

The daemon runs a full local Oracle Orachk check once every week at 3 AM, and a partial run
of the most impactful checks at 2 AM every day through the oratierl or exatierl profiles. The
daemon automatically purges the oratierl or exatierl profile run that runs daily, after a
week. The daemon also automatically purges the full local run after 2 weeks. You can change
the daemon settings after enabling auto start.

To remove auto start, run:

* orachk -autostop

* exachk -autostop

To remove all default unmodified schedulers:
* orachk -autostop unset

* exachk -autostop unset

# Note:

» Daemon mode is supported only on the Linux and Solaris operating systems.

» If you have an Oracle Engineered System, then in addition to the following usage
steps, follow the system-specific instructions.

1. Setthe daemon properties.

At a minimum, set AUTORUN SCHEDULE and NOTIFICATION EMAIL.
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For example, to set the tool to run at 3 AM every Sunday and email the results to
some.body@example.com, run the following command:

$ exachk -set "AUTORUN SCHEDULE=3 * *

0 ;NOTIFICATION EMAIL=some.body@example.com"

$ orachk -set "AUTORUN SCHEDULE=3 * *
0 ;NOTIFICATION EMAIL=some.body@example.com"

Optionally, you can specify the name of the profile. If you do not specify, then id=DEFAULT.
For example:

$ exachk -id dba -set "AUTORUN SCHEDULE=3 * *

0;NOTIFICATION EMAIL=some.body@example.com"

$ orachk -id dba -set "AUTORUN SCHEDULE=3 * *

0;NOTIFICATION EMAIL=some.body@example.com"

Configure the compliance check daemon as described in "Running Compliance Checks
Automatically".

Start the daemon as the root user.

o orachk -autostart

e exachk -autostart

To start and load the default schedulers:

o orachk -autostart reset

e exachk -autostart reset

# Note:

You must log in as the root user to run the -autostart and -autostop
commands. Non-root users cannot run the TFA Scheduler.

$ orachk -autostart
Commands -autostart and -autostop can not be run as non root user. Switch
to root user and try again.

$ orachk -autostop
Commands -autostart and -autostop can not be run as non root user. Switch
to root user and try again.
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Related Topics

* Running Compliance Checks Automatically
Oracle recommends that you use the daemon process to schedule recurring compliance
checks at regular intervals.

e Using Oracle Exachk on Oracle Exadata and Zero Data Loss Recovery Appliance
Usage of Oracle Exachk on Oracle Exadata and Zero Data Loss Recovery Appliance
depends on other considerations such as virtualization, parallel run, and so on.

Running Oracle Orachk or Oracle Exachk Scheduler With the Oracle Trace File Analyzer Daemon

ORACLE

Oracle Orachk or Oracle Exachk scheduler is run by the Oracle Trace File Analyzer daemon.
Oracle Trace File Analyzer scheduler:

» Decides which is the master node.

« Picks the Oracle Orachk or Oracle Exachk entries only on the master node.

* Runs only on the master node.

* Runs Oracle Orachk or Oracle Exachk clusterwide.

e Consolidates all the output on the master node.

e Enters which is the master node in the logs.

* Notifies through email that points to the master node where the report output is stored.
Example 3-1 Default configuration of Oracle Oracle Orachk/Oracle Exachk scheduler

and daemon information

# orachk -autostatus

Master node = testserver

orachk daemon version = 221000

Install location = /opt/oracle.ahf/orachk
Started at = Wed Jun 22 20:56:51 UTC 2022
Scheduler type = TFA Scheduler

Scheduler PID: 1766980

AUTORUN FLAGS = -usediscovery -profile oratierl -dball -showpass -tag
autostart client oratierl -readenvconfig

COLLECTION RETENTION = 7

AUTORUN SCHEDULE = 3 2 * * 1,2,3,4,5,6

AUTORUN FLAGS = -usediscovery -tag autostart client -readenvconfig
COLLECTION RETENTION = 14
AUTORUN SCHEDULE = 3 3 * * 0

Next auto run starts on Jun 23, 2022 02:03:00
ID:orachk.AUTOSTART CLIENT ORATIERIL
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Related Topics

Behavior of Oracle Orachk or Oracle Exachk Daemon
AHF 23.9 includes a new command option reset to change the behavior of Oracle Orachk
or Oracle Exachk daemon during autostart, autostop, and upgrade.

3.1.1.4 Email Notification and Report Overview

The following sections provide a brief overview about email notifications and sections of the
HTML report output.

First Email Notification
After completing compliance check runs, the daemon emails the assessment report as an
HTML attachment to all users that you have specified in the NOTIFICATION EMAIL list.

What does the Compliance Check Report Contain?
Compliance check reports contain the health status of each system grouped under
different sections of the report.

Subsequent Email Notifications
For the subsequent compliance check runs after the first email notification, the daemon
emails the summary of differences between the most recent runs.

Generating a Diff Report
The diff report attached to the previous email notification shows a summary of differences
between the most recent runs.

3.1.1.4.1 First Email Notification

After completing compliance check runs, the daemon emails the assessment report as an
HTML attachment to all users that you have specified in the NOTIFICATION EMAIL list.

3.1.1.4.2 What does the Compliance Check Report Contain?

Compliance check reports contain the health status of each system grouped under different
sections of the report.

ORACLE

The HTML report output contains the following:

Health score

Summary of compliance check runs
Table of contents

Controls for report features
Findings

Recommendations

Details of the report output are different on each system. The report is dynamic, and therefore
the tools display certain sections only if applicable.

System Health Score and Summary

System Health Score and Summary report provide:

A high-level health score based on the number of passed or failed checks
A summary of compliance check run includes:

— Name, for example, Cluster Name
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— Version of the operating system kernel
— Path, version, name of homes, for example, CRS, DB, and EM Agent
— Version of the component checked, for example, Exadata

— Number of nodes checked, for example, database server, storage servers, InfiniBand
switches

— Version of Oracle Orachk and Oracle Exachk

— Name of the collection output

— Date and time of collection

— Duration of the check

— Name of the user who ran the check, for example, root

— How long the check is valid

Table of Contents and Report Feature

The Table of Contents section provides links to major sections in the report:

Database Server

Storage Server

InfiniBand Switch

Cluster Wide

Maximum Availability Architecture (MAA) Scorecard
Infrastructure Software and Configuration Summary
Findings needing further review

Platinum Certification

System-wide Automatic Service Request (ASR) compliance check
Skipped Checks

Top 10 Time Consuming Checks

The Report Feature section enables you to:

Filter checks based on their statuses
Select the regions

Expand or collapse all checks

View check IDs

Remove findings from the report

Get a printable view

Report Findings

The Report Findings section displays the result of each compliance check grouped by
technology components, such as Database Server, Storage Server, InfiniBand Switch, and
Cluster Wide.

Each section shows:

Check status (FAIL, WARNING, INFO, Or PASS)
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e Type of check

e Check message

*  Where the check was run

* Link to expand details for further findings and recommendation

Click View for more information about the compliance check results and the recommendations.

e What to do to solve the problem

e Where the recommendation applies

e Where the problem does not apply

e Links to relevant documentation or My Oracle Support notes

« Example of data on which the recommendation is based

Maximum Availability Architecture (MAA) Score Card

Maximum Availability Architecture (MAA) Score Card displays the recommendations for the
software installed on your system.

The details include:

e Qutage Type

«  Status of the check

»  Description of the problem

e Components found

* Host location

*  Version of the components compared to the recommended version

e Status based on comparing the version found to the recommended version

Related Topics

e Understanding and Managing Reports and Output
Oracle Orachk and Oracle Exachk generate a detailed HTML report with findings and
recommendations.

3.1.1.4.3 Subsequent Email Notifications

ORACLE

For the subsequent compliance check runs after the first email notification, the daemon emails
the summary of differences between the most recent runs.

Specify a list of comma-delimited email addresses in the NOTIFICATION EMAIL option.
The email notification contains:

e System Health Score of this run compared to the previous run

e Summary of number of checks that were run and the differences between runs
e Most recent report result as attachment

e Previous report result as attachment

« Diff report as attachment
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3.1.1.4.4 Generating a Diff Report

The diff report attached to the previous email notification shows a summary of differences
between the most recent runs.

To identify the changes since the last run:
®  Run the following command:

$ orachk -diff report 1 report 2

Review the diff report to see a baseline comparison of the two reports and then a list of
differences.

Related Topics

e Comparing Two Reports
Oracle Autonomous Health Framework automatically compare the two most recent HTML
reports and generate a third diff report, when run in automated daemon mode.

e Managing the Report Output
Use the list of commands to manage compliance checks report output.

3.1.1.5 Recommended On-Demand Usage

This section summarizes the scenarios that Oracle recommends running compliance checks
on-demand.

Apart from scheduled compliance check runs, run compliance checks on-demand by running
the following commands:

$ orachk

$ exachk

Oracle recommends that you run compliance checks in the following on-demand scenarios:
e Pre- or post-upgrades

e Machine relocations from one subnet to another

e Hardware failure or repair

e Problem troubleshooting

e In addition to go-live testing

While running pre- or post-upgrade checks, Oracle Autonomous Health Framework
automatically detects the databases that are registered with Oracle Clusterware and presents
the list of databases to check.
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Run the pre-upgrade checks during the upgrade planning phase. Oracle Autonomous Health
Framework prompts you for the version to which you are planning to upgrade:

$ orachk -u -o pre

$ exachk -u -o pre

After upgrading, run the post-upgrade checks:
$ orachk -u -o post

$ exachk -u -o post

Related Topics

*  Running Compliance Checks On-Demand

Usually, compliance checks run at scheduled intervals. However, Oracle recommends that
you run compliance checks on-demand when needed.

3.1.1.6 Running Compliance Checks on a Remote Node

ORACLE

Run compliance checks on remote nodes using RSA/DSA SSH private and public keys.

1. Generate RSA/DSA SSH private and public keys on each of the remote nodes as root
user.

2. Add the content of the above generated public key to the authorized keys file for each
of the remote nodes.

For example:
cat SHOME/.ssh/id dsa.pub >> $SHOME/.ssh/authorized keys
3. Copy the private keys of all the remote nodes where you want to run the checks, for
example, in the PRIVATEKEYDIR directory.
4. Rename each of the private keys as id_encryption.remote hostname.remote user.
Where:
e remote_user is the Linux user who created the key
e encryption can be RSA/DSA
* remote_host is the hostname (not FQDN) of the remote node

For example:

id dsa.nodel.root

id rsa.node2.oradb
Ensure that passwordless SSH between the local node and remote node is present. ssh -i

id encryption.remote host.remote user remote user@remote host must be able to log in
to the remote_host without any password.
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e Synchronous Remote Run

e Asynchronous Remote Run

3.1.1.6.1 Synchronous Remote Run

This is a blocking-call. Outputs the stdout of the remote run. User gets the prompt or control
only when the remote run is completed. Once completed, the collection will be available at the
working directory.

# orachk -remotehost remote host remote args -remoteuser remote user -

remotedestdir remote dest dir -identitydir PRIVATEKEYDIR

# exachk -remotehost remote host remote args -remoteuser remote user -
remotedestdir remote dest dir -identitydir PRIVATEKEYDIR

For example:
orachk -remotehost node2 -profile asm -remoteuser root -remotedestdir /

scratch/user/ -identitydir /scratch/user/privatekeys/

exachk -remotehost nodel -localonly -c X4-2,MAA -remoteuser oracle -
remotedestdir /scratch/user/ -identitydir /scratch/user/privatekeys/

$ orachk -remotehost node2 -profile asm -remoteuser root -remotedestdir /
scratch/userl/ -identitydir .privatekeys/

Starting orachk run on node2. For more detail about run check /scratch/userl/
orachkremote/orachk node2 112818 040034 run.log

Clusterware stack is running from /scratch/app/11.2.0.4/grid. Is this the
correct Clusterware Home?[y/n] [y]

Checking ssh user equivalency settings on all nodes in cluster for root

3.1.1.6.2 Asynchronous Remote Run

ORACLE

This is a non-blocking-call. Oracle Orachk and Oracle Exachk initiate the remote run, display a
_run. log file, and give control to the user. Check the run.log file to ensure the completion of
the remote run. Once completed, the collection will be available at the working directory

# orachk -remotehost remote host remote args -remoteuser remote user -
remotedestdir remote dest dir -identitydir PRIVATEKEYDIR -asynch

# exachk -remotehost remote host remote args -remoteuser remote user -
remotedestdir remote dest dir -identitydir PRIVATEKEYDIR -asynch

Where:
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e remote_host is the host name of the remote node.

* remote_args are the arguments that needs to be passed to the Oracle Orachk and Oracle
Exachk run in the remote node.

e remote_user is the remote user who runs Oracle Orachk and Oracle Exachk.
e remote_dest_dir is the remote directory where orachk.zip or exachk.zip is extracted.

PRIVATEKEYDIR is the directory contains the private keys of the remote nodes in the
specified format.

# Note:

If you use DSA keys, then set the RAT SSH_ENCR environment variable to dsa before
running the Oracle Orachk and Oracle Exachk remote run commands.

For example:

orachk -remotehost node2 -remoteuser oradb -remotedestdir /scratch/user/ -
identitydir /scratch/user/privatekeys/ -asynch

exachk -remotehost nodel -cells nodel -c X4-2,MAA -remoteuser root -
remotedestdir /scratch/user/ -identitydir /scratch/user/privatekeys/ -asynch

$ orachk -remotehost node2 -localonly -remoteuser root -
identitydir .privatekeys/ -asynch

Starting orachk run on node2. For more detail about run check /scratch/userl/
orachkremote/orachk node2 112818 041037 run.log

Private key files

$ 1ls PRIVATEKEYDIR/

id dsa.nodel.oracle id dsa.node4.root id dsa.node6.oracle
id dsa.node8.root id dsa.nodell.oracle

id dsa.node2.root id dsa.node5.oracle 1id dsa.node6.root
id dsa.node9.root

id dsa.node3.root id dsa.node5.root id dsa.node7.root

id dsa.nodel0.oracle

3.1.1.7 Creating, Modifying, and Deleting User-Defined Profiles

Specify a comma-delimited list of check IDs to create and modify custom profiles.

Specify valid check IDs and descriptive unique profile name.
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To create a profile:

orachk -createprofile profile name check ids

exachk -createprofile profile name check ids

orachk -createprofile customprofilel E94AC6ACDA502F3BE04312C0E50A290A,
FO1E3FEDBD2B243EE04312C0E50A4DC5,
F02293F7261D1BCAE04312C0E50A4118,
F9370B4F5707076DE04312CO0E50AT8AE

Validating checks...

Profile customprofilel created successfully...

Oracle Orachk and Oracle Exachk validate profile names and check IDs before creating
the profile and print appropriate messages if any discrepancies found. Oracle Orachk and
Oracle Exachk create the profiles only if the profile names are unique and check IDs are
valid.

To modify a profile:

orachk -modifyprofile profile name check ids

exachk -modifyprofile profile name check ids

exachk -modifyprofile customprofilel 21B57D4065DDEA3DE0530D98EBOA8205,
39128FBB540C098AEO0530D98EBOAFBLA,
9AD8AF3966FB3027E040E50A1EC0308F,
019F5085951978CAE05313C0ES0A4FCB

Validating checks...
Modifying profile customprofilel...

Profile customprofilel modified successfully...

Added Checks:
21B57D4065DDEA3DEO530D98EBOAB205
9AD8AF3966FB3027E040E50A1EC0308F
019F5085951978CAE05313CO0ES50A4FCB
Removed Checks:
39128FBB540C098AE0530D98EBOAFBIA

You cannot modify the profile name. You can only add to or remove check IDs form the
profile.

If the check IDs are in the profile, then Oracle Orachk and Oracle Exachk remove them
from the profile.
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If the check IDs are not in the profile, then Oracle Orachk and Oracle Exachk add them to
the profile.

3. To delete a profile:

orachk -deleteprofile profile name

exachk -deleteprofile profile name

orachk -deleteprofile customprofilel
Deleting profile customprofilel...

Profile customprofilel deleted successfully...

Oracle Orachk and Oracle Exachk delete the profile by removing the profile entry ID from
the profiles.dat file, and deleting the corresponding profiles.prf£ file.

3.1.1.8 Sanitizing Sensitive Information in the Diagnostic Collections

ORACLE

Oracle Autonomous Health Framework uses Adaptive Classification and Redaction (ACR) to
sanitize sensitive data.

< Note:

The -sanitize parameter has been deprecated and removed in 23.3. Oracle
recommends using the ahfctl redact command instead.

After collecting copies of diagnostic data, Oracle Orachk and Oracle Exachk use Adaptive
Classification and Redaction (ACR) to sanitize sensitive data in the collections. ACR uses a
machine learning based engine to redact a pre-defined set of entity types in a given set of files.
ACR also sanitizes or masks entities that occur in path names.

e Sanitization replaces a sensitive value with random characters.

e Masking replaces a sensitive value with a series of asterisks ("*").
ACR currently sanitizes the following entity types:

* Host names

* |P addresses

*  MAC addresses

e Oracle Database names

e Tablespace names

e Service names

* Ports

+  Operating system user names
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ACR also masks Personally Identifiable Information (PIl), that is, user data from the database
appearing in block and redo dumps. There is no separate command for it.

To sanitize sensitive information:

orachk -sanitize comma delimited list of collection IDs

or

exachk -sanitize comma delimited list of collection IDs

Block dumps before redaction:
14A533F40 00000000 00000000 00000000 002C0000 [..vvveunnnnnnn ;]

14A533F50 35360C02 30352E30 31322E37 380C3938 [..650.507.2189.8]
14A533F60 31203433 37203332 2C303133 360C0200 [34 123 7310,...6]

Block dumps after redaction:

14A533F40 kkhkkhkkhkkhkkhkkk khkkkkkkk k*khkkhkkkhkkkk khkkkkkk%k [****************1
14A533F50 kkhkkhkkhkkhkkhkkhkk khkkkkkkk k*khkkhkkhkkhkkkk khkkkkkk%k [****************1

14A533F60 kkhkkhkkhkkhkkhkkhkk khkkkkkkk k*khkkhkkhkkhkkkk khkkkkkk%k [****************1

Redo dumps before redaction:
col 74: [ 1] 80

col 75: [ 5] c4 Ob 19 01 1f
col 76: [ 7] 78 77 06 16 Oc 2f 26

Redo dumps after redaction:

col 74: [ 1] **

col T5: [ 5] ** Kk kx kk k%
Col T6: [ T] ** KK KK KKk Kk xk kK

To print the reverse map of sanitized elements:

orachk -rmap alll|comma delimited list of element IDs

or

exachk -rmap all|comma delimited list of element IDs
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Sanitizing Sensitive Information in Oracle Orachk or Oracle Exachk Output

ORACLE

# Note:

The -sanitize parameter has been deprecated and removed in 23.3. Oracle
recommends using the ahfctl redact command instead.

If you specify a file name that does not follow the naming convention:

For example:

$ orachk -sanitize orachk invalid.html
/scratch/testuser/may31/orachk invalid.html is not a valid orachk
collection

If you specify a file that does not exist:

For example:

$ orachk -sanitize /tmp/orachk invalid.html
/tmp/orachk invalid.html does not exist

If you sanitize a file that exists with valid Oracle Autonomous Health Framework naming
convention, but the file is not generated by Oracle Autonomous Health Framework:

For example:

$ orachk -sanitize orachk invalidcollection.zip

orachk is sanitizing /scratch/testuser/may31/orachk invalidcollection.zip.
Please

wait...

ACR error occurred while sanitizing orachk collection

To sanitize a file with relative path:

For example:

$ orachk -sanitize new/orachk node061919 053119 001343.zip

orachk is sanitizing
/scratch/testuser/may31/new/orachk node061919 053119 001343.zip. Please
wait...

Sanitized collection is:
/scratch/testuser/may31/orachk aydv061919 053119 001343.zip

$ orachk -sanitize .orachk node061919 053119 001343.zip

orachk is sanitizing
/scratch/testuser/may31/.orachk node061919 053119 001343.zip. Please
wait...

Sanitized collection is:
/scratch/testuser/may31/orachk aydv061919 053119 001343.zip

3-17



Chapter 3
Compliance Checking with Oracle Orachk and Oracle Exachk

To sanitize Oracle Autonomous Health Framework debug log:
For example:

$ orachk -sanitize new/orachk debug 053119 023653.log
orachk is sanitizing /scratch/testuser/may31/new/

orachk debug 053119 023653.10qg.
Please wait...

Sanitized collection is: /scratch/testuser/may31/
orachk debug 053119 023653.1log

To run full sanity check:

For example:

$ orachk -localonly -profile asm -sanitize -silentforce
Detailed report (html) -
/scratch/testuser/may31/orachk node061919 053119 04448/
orachk node061919 053119 04448.html

orachk is sanitizing /scratch/testuser/may31/

orachk node061919 053119 04448.

Please wait...

Sanitized collection is: /scratch/testuser/may31/
orachk aydv061919 053119 04448

UPLOAD [if required] - /scratch/testuser/may31/
orachk node061919 053119 04448.zip

To print the reverse map of sanitized elements:

For example:

orachk -rmap pu406jKxg, kEvVGFDT

| Entity Type | Substituted Entity Name | Original Entity Name |

| dbname \ XTT_MANUR | ASM_POWER |
| dbname | fcbo63u2 | racl2c2

orachk -rmap all

Setting up Staging Server for Adaptive Classification and Redaction (ACR)

ORACLE

Adaptive Classification and Redaction (ACR) is a CPU intensive task as it examines data in
each file to redact sensitive entities. ACR spawns multiple processes to redact the files across
these processes. Whenever an ACR process is scheduled on a CPU, it may utilise the CPU
fully (can reach ~100% CPU utilisation). But, since ACR does not run at an elevated priority, it
does not starve other processes on the system. However, since ACR is sharing the resources
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with other processes running on the production environment, it can affect those processes.
Hence, to not affect the processes and applications on the production environment, it is
recommended to set up a staging server dedicated for redacting the collections using ACR.

For more information about setting up staging server for Adaptive Classification and Redaction
(ACR), see My Oracle Support note 2882798.1.

Related Topics
e https://support.oracle.com/rs?type=doc&id=2882798.1

3.1.1.9 Problem Repair Automation Options

ORACLE

Starting in release 19.3, Oracle Orachk and Oracle Exachk have the capability to automatically
fix problems when found.

Certain checks have a repair command associated with them. To see what the repair
command actually does, run the -showrepair command.

orachk -showrepair check id

exachk -showrepair check id

To run the repair commands include one of the following options:

orachk -repair all

orachk -repair check id, [check id,check id...]

orachk -repair file

exachk -repair all

exachk -repair check id, [check id,check id...]

exachk -repair file

» check _id: Refers to specific checks that you want to repair. Specify a check ID or a list of
comma-delimited list of check IDs.

« file: A text file that contains a list of check IDs. Add one check ID per line.
For example:

check ID1
check ID2
check IDn
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3.1.1.10 Integration of Oracle DBSAT into Oracle Autonomous Health Framework

ORACLE"

DBSAT is a lightweight utility that will not impair system performance in a measurable way.

The Oracle Database Security Assessment Tool (Oracle DBSAT):
e Analyzes database configurations

* Users and their entitlements

e Security policies

« ldentifies where sensitive data resides to uncover security risks (not executed in Oracle
Autonomous Health Framework)

e Improves the security posture of Oracle Databases within your organization

Oracle Autonomous Health Framework always includes the latest DBSAT and runs DBSAT on
all databases if you use the -security profile. For example, # orachk -profile security.

You can use Oracle DBSAT report findings to:

e Fix immediate short-term risks

* Implement a comprehensive security strategy
e Support your regulatory compliance program

e Promote security best practices

Figure 3-1 Oracle Database Security Assessment Report

Status Type Message Status On Detail
CRITICAL @5 Latest comprehensive patch not found. All[Database View
Check Servers
0s " 5 TS e P All Database 2
CRITICAL Check Examined 3 audit trails. Found no audit records. Found 1 error in audit initialization parameters. &S View
FAIL @3 Database connections are not fully audited. al[Databaze View
Check Servers
FAIL @ Actions related to database management are not fully audited. All[Databaze View
Check Servers
0s 5 b All Database 2
FAIL @l Actions related to account management are not fully audited. TS View
FAIL (C)ﬁeck Usages of powerful system privileges are not fully audited. ?ilnlljeart:base View
0s c vl 5 q All Database .
FAIL Gk Privilege management actions are not fully audited. &To View
0s a PRI S q All Database 2
FAIL Check Examined 4 initialization parameters. Found 1 issue. ST View
FAIL @3 Examined 1 initialization parameter. Found 1 issue. all[Databace View
Check Servers
0os q . q All Database 5
FAIL Gk Found 4 logon triggers. Found 198 disabled triggers. SRS View
0s q f All Database 2
FAIL Check Found 7 disabled constraints. S ES View
FAIL oS Found 24 directory objects. No directory objects allow access to restricted Oracle directory paths. Found 1 directory object with both | All Database Vi
Check | write and execute access. Servers
0os . All Database 5
FAIL Check Found RMAN Backup Utility Usage. Srs View

For more information, see Oracle Database Security Assessment Report.

Related Topics

e Oracle Database Security Assessment Report
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3.1.1.11 Integration of AutoUpgrade utility into Oracle Autonomous Health Framework

ORACLE

The AutoUpgrade utility identifies issues before upgrades, performs pre- and postupgrade
actions, deploys upgrades, performs postupgrade actions, and starts the upgraded Oracle
Database.

Before the upgrade, in Analyze mode, the AutoUpgrade utility performs read-only analysis of
databases before upgrade, so that it can identify issues that require fixing.

When you run Oracle Orachk in pre-upgrade mode, Oracle Orachk in turn runs the
AutoUpgrade utility to check if each database is ready to upgrade or not.
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Figure 3-2 Database AutoUpgrade Result

Database AutoUpgrade result

Status Type Message Status On De(ail_sl
The database contains 558 objects in the recycle bin.
The database contains 19 abjects in the recycle bin.
The database contains 19 objects in the recycle bin.
The database contains 19 objects in the recycle bin.
The database contains 19 objects in the recycle bin.
The database contains 19 objects in the recycle bin.
CRITICAL Database | The database contains 19 objects in the recycle bin. All View
Check The database contains 19 objects in the recycle bin. Databases |[———
The database contains 19 objects in the recycle bin.
The database contains 19 objects in the recycle bin.
The database contains 19 objects in the recycle bin.
The database contains 19 objects in the recycle bin.
The database contains 19 objects in the recycle bin.
The database contains 19 objects in the recycle bin.
CRITICAL | D2t3Base | 10 datahase does not have the archive mode enabled Al View
Check Databases | =
Database q q All
FAIL Check Dictionary statistics do not exist or are stale (not up-to-date) Earbaees
FAIL cD::aciase Oracle recommends gathering dictionary statistics after upgrade. g:(abases
FAIL Database | . |o recommends gathering fixed object statistics after upgrade. This recommendation is given for all preupgrade runs Al
Check ) : : Databases
Database 0 All
FAIL Check None of the fixed object tables have had stats collected. b
193 objects are INVALID.
1 objects are INVALID.
1 objects are INVALID.
1 objects are INVALID.
1 abjects are INVALID.
1 objects are INVALID.
1 objects are INVALID.
Database . All
WARNING 1 objects are INVALID.
Check 11 abjects are INVALID! Databases
1 objects are INVALID.
1 abjects are INVALID.
1 objects are INVALID.
1 objects are INVALID.
1 objects are INVALID.
1 objects are INVALID.
WARNING | D2t3base | e arapase is using i file version 18 and the target 19 release ships with i file version 32 Gl vi
Check e database is using time zone file version 18 and the targe release ships with time zone file version 32. Databases | VI€W
The database contains APEX version 5.1.3.00.05, which is not supported on the target version 19.0.0.0.0. APEX must be upgraded to at
least version 18.2.0.00.12 either before or after the database is upgraded
The database contains APEX version 4.2.5.00.08, which is not supported on the target version 19.0.0.0.0. APEX must be upgraded to at
least version 18.2.0.00.12 either before or after the database is upgraded
The database contains APEX version 4.2.5.00.08, which is not supported on the target version 19.0.0.0.0. APEX must be upgraded to at
least version 18.2.0.00.12 either before or after the database is upgraded
The database contains APEX version 4.2.5.00.08, which is not supported on the target version 19.0.0.0.0. APEX must be upgraded to at
least version 18. .00.12 either before or after the database is upgraded
The database contains APEX version 4.2.5.00.08, which is not supported on the target version 19.0.0.0.0. APEX must be upgraded to at
least version 18.2.0.00.12 either before or after the database is upgraded
The database contains APEX version 4.2.5.00.08, which is not supported on the target version 19.0.0.0.0. APEX must be upgraded to at
least version 18.2.0.00.12 either before or after the database is upgraded
The database contains APEX version 4.2.5.00.08, which is not supported on the target version 19.0.0.0.0. APEX must be upgraded to at
least version 18.2.0.00.12 either before or after the database is upgraded
WARNING Database |The database contains APEX version 4.2.5.00.08, which is not supported on the target version 19.0.0.0.0. APEX must be upgraded to at All
Check least version 18.2.0.00.12 either before or after the database is upgraded Databases
The database contains APEX version 4.2.5.00.08, which is not supported on the target version 19.0.0.0.0. APEX must be upgraded to at
least version 18.2.0.00.12 either before or after the database is upgraded
The database contains APEX version 4.2.5.00.08, which is not supported on the target version 19.0.0.0.0. APEX must be upgraded to at
least version 18.2.0.00.12 either before or after the database is upgraded
The database contains APEX version 4.2.5.00.08, which is not supported on the target version 19.0.0.0.0. APEX must be upgraded to at
least version 18. .00.12 either before or after the database is upgraded
The database contains APEX version 4.2.5.00.08, which is not supparted on the target version 19.0.0.0.0. APEX must be upgraded to at
least version 18.2.0.00.12 either before or after the database is upgraded
The database contains APEX version 4.2.5.00.08, which is not supported on the target version 19.0.0.0.0. APEX must be upgraded to at
least version 18.2.0.00.12 either before or after the database is upgraded
The database contains APEX version 4.2.5.00.08, which is not supported on the target version 19.0.0.0.0. APEX must be upgraded to at
least version 18.2.0.00.12 either before or after the database is upgraded
The database contains APEX version 4.2.5.00.08, which is not supported on the target version 19.0.0.0.0. APEX must be upgraded to at
least version 18.2.0.00.12 either before or after the database is upgraded
WARNING patabase Found 1 user directery abjects to be checked: PREUPGRADE_DIR. Al View
Check Databases
Parameter
1R CD:::T:SE et g[lltahases Migw
cluster_clatabase='FALSE'
Database | If you are using a version of the recovery catalog schema that is older than that required by the RMAN client version, then you must All N
INFO View
Check upgrade the catalog schema. Databases |
Min Size
Tablespace Size For Upgrade
SYSTEM 1051 MB
Min Size
Tablespace Size For Upgrade
SYSTEM 352 MB 570 MB 683 MB
Min Size
Tablespace Size For Upgrade
SYSTEM 352 MB 570 MB 683 MB
Min Size
Tablespace Size For Upgrade
SYSTEM 352 MB 570 MB 683 MB
Min Size
Tablespace Size For Upgrade
SYSTEM 352 MB 570 ME 683 MB
Min Size
Tablespace Size For Upgrade
SYSTEM 352 MB 570 MB 683 M8
Min Size
Tablespace Size For Upgrade
SYSTEM 352 MB 570 MB 683 MB
Min Size
NFG Datab, Tablespace Size For Upgrad Al View
Check Databases | =
SYSTEM 352 MB 570 MB 683 MB
ORACLE" Min Size /
Tablespace Size For Upgrade 3—2‘2
SYSTEM 352 MB 570 MB 683 MB
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For more information, see Using AutoUpgrade for Oracle Database Upgrades.

Related Topics
e Using AutoUpgrade for Oracle Database Upgrades

3.1.2 Running Compliance Checks Automatically

ORACLE

Oracle recommends that you use the daemon process to schedule recurring compliance
checks at regular intervals.

# Note:

Daemon mode is supported only on the Linux and Solaris operating systems.

Configure the daemon to:

e Schedule recurring compliance checks at regular interval

e Send email natifications when the compliance check runs complete, clearly showing any
differences since the last run

e Purge collection results after a pre-determined period
e Check and send email naotification about stale passwords
e Store multiple profiles for automated compliance check runs

e Restart automatically if the server or node where it is running restarts

< Note:

While running, the daemon answers all the prompts required by subsequent on-
demand compliance checks.

To run on-demand compliance checks, do not use the daemon process started by
others. Run on-demand compliance checks within the same directory where you
have started the daemon.

If you change the system configuration such as adding or removing servers or nodes, then
restart the daemon.

e Setting and Getting Options for the Daemon
Set the daemon options before you start the daemon. Reset the daemon options anytime
after starting the daemon.

e Starting and Stopping the Daemon
Start and stop the daemon and force the daemon to stop a compliance check run.

* Querying the Status and Next Planned Daemon Run
Query the status and next automatic run schedule of the running daemon.

e Configuring the Daemon for Automatic Start
Installing Oracle Autonomous Health Framework as root on Linux or Solaris automatically
sets up and runs the Oracle Orachk or Oracle Exachk daemon.
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e Configuring the Daemon for Automatic Restart
By default, you must manually restart the daemon if you restart the server or node on
which the daemon is running.

Related Topics

e Starting and Stopping the Daemon
Start and stop the daemon and force the daemon to stop a compliance check run.

* Querying the Status and Next Planned Daemon Run
Query the status and next automatic run schedule of the running daemon.

e Configuring the Daemon for Automatic Restart
By default, you must manually restart the daemon if you restart the server or node on
which the daemon is running.

Related Topics

*  Running Compliance Checks On-Demand
Usually, compliance checks run at scheduled intervals. However, Oracle recommends that
you run compliance checks on-demand when needed.

3.1.2.1 Setting and Getting Options for the Daemon

ORACLE

Set the daemon options before you start the daemon. Reset the daemon options anytime after
starting the daemon.

To set the daemon options:
Set the daemon options using the -set option.

Set an option as follows:

$ orachk -set "option I=option 1 value"

$ exachk -set "option I=option 1 value"

Set multiple options using the name=value format separated by semicolons as follows:

$ orachk -set
"option I=option 1 value;option 2=option 2 value;option n=option n value"

$ exachk -set
"option I=option 1 value;option 2=option 2 value;option n=option n value"

¢ AUTORUN_SCHEDULE
Schedule recurring compliance check runs using the AUTORUN SCHEDULE daemon option.

e AUTORUN_FLAGS
The AUTORUN FLAGS daemon option determines how compliance checks are run.

*  NOTIFICATION_EMAIL
Set the NOTIFICATION EMAIL daemon option to send email notifications to the recipients

you specify.
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collection_retention
Set the collection retention daemon option to purge health check collection results that
are older than a specified number of days.

PASSWORD_CHECK_INTERVAL
The PASSWORD CHECK_INTERVAL daemon option defines the frequency, in hours, for the
daemon to validate the passwords entered when the daemon was started the first time.

Setting Multiple Option Profiles for the Daemon
Use only one daemon process for each server. Do not start a single daemon on multiple
databases in a cluster, or multiple daemons on the same database.

Getting Existing Options for the Daemon
Query the values that you set for the daemon options.

Related Topics

Controlling the Behavior of the Daemon
Use the list of commands to control the behavior of the daemon.

3.1.2.1.1 AUTORUN_SCHEDULE

Schedule recurring compliance check runs using the AUTORUN SCHEDULE daemon option.

ORACLE

To schedule recurring compliance check runs:

Set the AUTORUN SCHEDULE option, as follows:

AUTORUN SCHEDULE=minute hour day month day of week

Where:

minute

Valid values: 0-59 (Optional. If omitted, then O is used)
Allowed special characters: *, -/
hour is 0-23

Valid values: 0-23

Allowed special characters: * , -/
day

Valid values: 1-31

Allowed special characters: * | -
month

Valid values: 1-12 or JAN-DEC
Allowed special characters: * | -
day of week

Valid values: 0—6 or SUN-SAT

Allowed special characters: * , -

Asterisk (*): Use the asterisk (*) as a wildcard to specify multiple values separated by
commas.
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Comma (,): Use commas to separate items of a list. For example, using "MON,WED,FRI" in
the 5th field (day of week) means Mondays, Wednesdays and Fridays.

Dash (-): Use dash to define ranges.

Slash (/): Use slashes combined with ranges to specify step values. For example, */5 in the
minutes field indicates every 5 minutes (see note below about frequencies). It is shorthand for
the more verbose form 5,10,15,20,25,30,35,40,45,50,55,00.

# Note:
Frequencies, in general, cannot be expressed; only step values, which evenly divide

their range express accurate frequencies.

* For minutes: /2, /3, /4, /5, /6, /10, /12, /15, /20 and /30 because 60 is evenly
divisible by those numbers

 For hours: /2, /3, /4, /6, /8 and /12

Table 3-1 AUTORUN_SCHEDULE

. _________________________________________________________________________________|
Example Result

"AUTORUN SCHEDULE=0,15 Runs every 15 minutes.
;30,45 * * * *u

"AUTORUN SCHEDULE=* *  Runs every hour.

* %N

"AUTORUN SCHEDULE=3 * Runs at 3 AM every Sunday.
* Ou

"AUTORUN SCHEDULE=2 * Runs at 2 AM on Monday, Wednesday, and Friday.
*1, 3, 5"

"AUTORUN_ SCHEDULE=4 1 Runs at4 AM on the first day of every month.

* %N

"AUTORUN SCHEDULE=8,20 Runs at8 AM and 8 PM every Monday, Tuesday, Wednesday, Thursday,
* x 1, 2, 3, 4, 5" and Friday.

"AUTORUN SCHEDULE=*/5 Runs every 5 minutes at 2,3,4 AM every Tuesday in the month of January.
2-4 * JAN 2"
"AUTORUN_SCHEDULE=*/1  Runs every minute.

* k x %N

"AUTORUN_ SCHEDULE=*/5 Runs every 5 minutes at 12,1,2,3,4,5,6,7 AM every day in the month of
0-7 * 8 *n August.

Example 3-2 AUTORUN_SCHEDULE

$ orachk -set "AUTORUN SCHEDULE=3 * * Q"

$ exachk -set "AUTORUN SCHEDULE=3 * * Q"

Optionally, you can specify the name of the profile. If you do not specify, then 1d=DEFAULT.
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For example:

$ orachk -id dba -set "AUTORUN SCHEDULE=3 * * Q"

$ exachk -id dba -set "AUTORUN SCHEDULE=3 * * Q"

3.1.2.1.2 AUTORUN_FLAGS

The AUTORUN FLAGS daemon option determines how compliance checks are run.

To configure how compliance checks should run:

Set the AUTORUN FLAGS option as follows:

AUTORUN FLAGS=flags

Where:

* flags can be any combination of valid command-line flags.

Table 3-2 AUTORUN_FLAGS

Example Result

"AUTORUN FLAGS=- Runs only the dba profile checks.

profile dba"

"AUTORUN_ FLAGS=- Runs only the dba profile checks and tags the output with the value
profile sysadmin -tag sysadmin

syadmin"

-excludeprofile ebs Runs all checks except the checks in the ebs profile.

Example 3-3 AUTORUN_FLAGS

$ orachk -set "AUTORUN FLAGS=-profile sysadmin -tag sysadmin"

$ exachk -set "AUTORUN FLAGS=-profile sysadmin -tag sysadmin"

3.1.2.1.3 NOTIFICATION_EMAIL

Set the NOTIFICATION EMAIL daemon option to send email notifications to the recipients you
specify.

The daemon notifies the recipients each time a health check run completes or when the
daemon experiences a problem.
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To configure email notifications:

Specify a comma-delimited list of email addresses, as follows:

$ orachk -set
"NOTIFICATION EMAIL=some.person@acompany.com,another.person@acompany.com"

$ exachk -set
"NOTIFICATION EMAIL=some.person@acompany.com,another.personfacompany.com"

Optionally, you can specify the name of the profile. If you do not specify, then id=DEFAULT.

For example:

$ orachk -id dba -set
"NOTIFICATION EMAIL=some.personfacompany.com,another.person@acompany.com"

$ exachk -id dba -set
"NOTIFICATION EMAIL=some.person@acompany.com,another.person@acompany.com"

Test the email notification configuration using the -testemail option, as follows:

$ orachk -testemail all

$ exachk -testemail all

After the first health check run, the daemon notifies the recipients with report output attached.

For the subsequent health check runs after the first email notification, the daemon emails the
summary of differences between the most recent runs to all recipients specified in the
NOTIFICATION EMAIL list.

Related Topics

PASSWORD_CHECK_INTERVAL
The PASSWORD CHECK_INTERVAL daemon option defines the frequency, in hours, for the
daemon to validate the passwords entered when the daemon was started the first time.
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3.1.2.1.4 collection_retention

Set the collection retention daemon option to purge health check collection results that are
older than a specified number of days.

To configure collection retention period:

1. Setthe collection retention option for automatic retention or the
user collection retention option for on-demand retention, as follows:

collection retention=number of days

user collection retention=number of days

If you do not set this option, then the daemon does not purge the stale collections.

2. Setthe collection retention Or user collection retention option to an appropriate
number of days based on:

*  Frequency of your scheduled collections
*  Size of the collection results
e Available disk space

For example:

$ orachk -set "collection retention=60"

$ exachk -set "collection retention=60"

$ orachk -set "user collection retention=60"

$ exachk -set "user collection retention=60"

To Control Collection Retention Using Size

ORACLE

Set the size in MB using the environment variable RAT PURGE_SIZE. When the health check
collections consume the size specified, then Oracle Orachk starts purging the old collections,
and retains the space specified using RAT PURGE SIZE.

For example:

$export RAT PURGE SIZE=4096
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3.1.2.1.5 PASSWORD_CHECK_INTERVAL

The PASSWORD CHECK_INTERVAL daemon option defines the frequency, in hours, for the daemon
to validate the passwords entered when the daemon was started the first time.

If an invalid password is found due to a password change, then the daemon stops, makes an
entry in the daemon log, and then sends an email notification message to the recipients
specified in the NOTIFICATION EMAIL option.

To configure password validation frequency:

1. Setthe PASSWORD CHECK INTERVAL option, as follows:

PASSWORD CHECK INTERVAL=number of hours

If you do not set the PASSWORD CHECK INTERVAL option, then the daemon cannot actively
check password validity and fails the next time the daemon tries to run after a password
change. Using the PASSWORD CHECK INTERVAL option enables you to take corrective action
and restart the daemon with the correct password rather than having failed collections.

2. Setthe PASSWORD CHECK INTERVAL option to an appropriate number of hours based on:
*  Frequency of your scheduled collections
e Password change policies

For example:

$ orachk -set "PASSWORD CHECK INTERVAL=1"

$ exachk -set "PASSWORD CHECK INTERVAL=1"

Related Topics

*  NOTIFICATION_EMAIL
Set the NOTIFICATION EMAIL daemon option to send email notifications to the recipients

you specify.

3.1.2.1.6 Setting Multiple Option Profiles for the Daemon

Use only one daemon process for each server. Do not start a single daemon on multiple
databases in a cluster, or multiple daemons on the same database.

The daemon does not start, if the daemon detects another Oracle Autonomous Health
Framework daemon process running locally.

Define multiple different run profiles using the same daemon. Defining multiple different run
profiles enables you to run multiple different compliance checks with different daemon options,
such as different schedules, email notifications, and automatic run flags. The daemon
manages all profiles.
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Define daemon option profiles using the -id id option before the -set option, where idis the
name of the profile.

$ orachk -id id -set "option=value"

$ exachk -id id -set "option=value"

To set multiple option profiles for the daemon:

For example, if the database administrator wants to run checks within the dba profile and the
system administrator wants to run checks in the sysadmin profile, then configure the daemon
using the profiles option.

1.

Define the database administrator profile as follows:

$ orachk -id dba -set "NOTIFICATION EMAIL=dba@example.com;\

AUTORUN SCHEDULE=4,8,12,16,20 * * *;AUTORUN FLAGS=-profile dba -tag
dba;\

collection retention=30"

Created notification email for ID[dba]
Created autorun schedule for ID[dba]
Created autorun flags for ID[dba]
Created collection retention for ID[dba]

$ exachk -id dba -set "NOTIFICATION EMAIL=dba@example.com;\

AUTORUN SCHEDULE=4,8,12,16,20 * * *; AUTORUN FLAGS=-profile dba -tag
dba;\

collection retention=30"

Created notification email for ID[dba]
Created autorun schedule for ID[dba]
Created autorun flags for ID[dba]
Created collection retention for ID[dba]

Define the system administrator profile as follows:

$ orachk -id sysadmin -set "NOTIFICATION EMAIL=sysadmin@example.com;\
AUTORUN_SCHEDULE=3 * * 1,3,5; AUTORUN FLAGS=-profile sysadmin -tag
sysadmin; \
collection retention=60"

Created notification email for ID[sysadmin]
Created autorun_schedule for ID[sysadmin]
Created autorun flags for ID[sysadmin]
Created collection retention for ID[sysadmin]

$ exachk -id sysadmin -set "NOTIFICATION EMAIL=sysadmin@example.com;\
AUTORUN_ SCHEDULE=3 * * 1,3,5; AUTORUN FLAGS=-profile sysadmin -tag
sysadmin; \
collection retention=60"

Created notification email for ID[sysadmin]
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Created autorun_schedule for ID[sysadmin]
Created autorun flags for ID[sysadmin]
Created collection retention for ID[sysadmin]

Related Topics

e Controlling the Behavior of the Daemon
Use the list of commands to control the behavior of the daemon.

3.1.2.1.7 Getting Existing Options for the Daemon

ORACLE

Query the values that you set for the daemon options.
To query the values, use [-id ID] -get option | all.

Where:
e IDis a daemon option profile.
e optionis a specific daemon option you want to retrieve.

e allreturns values of all options.

To get existing options for the daemon:

1. To get a specific daemon option: -get option

$ orachk -get NOTIFICATION EMAIL
ID: orachk.default

notification email = some.body@example.com

$ exachk -get NOTIFICATION EMAIL
ID: exachk.default
notification email = some.bodyBexample.con

2. To query multiple daemon option profiles: -get option:

$ orachk -get NOTIFICATION EMAIL

ID: orachk.default

notification email = dbalexample.com

ID: sysadmin
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notification email = sysadmin@example.com

$ exachk -get NOTIFICATION EMAIL

ID: exachk.default

notification email = sysadmin@example.com

To limit the request to a specific daemon option profile: -id ID -get option

To get the NOTIFICATION EMAIL for a daemon profile called dba:

$ orachk -id dba -get NOTIFICATION EMAIL

notification email = dbalexample.com

$ exachk -id dba -get NOTIFICATION EMAIL

notification email = dbalexample.com
To get all options set: -get all

$ orachk -get all

ID: orachk.default

notification email = some.body@example.com
autorun_schedule = 3 * * 0

collection retention = 30
password check interval =1

$ exachk -get all

ID: exachk.default

notification email = some.body@example.com
autorun_schedule = 3 * * 0

collection retention = 30
password check interval =1
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To query all daemon option profiles: -get all

$ orachk -get all

ID: orachk.default

notification email = some.body@example.com
autorun_schedule = 3 * * 0

collection retention = 30
password check interval = 12

notification email = dbalexample.com
autorun_schedule = 4,8,12,16,20 * * *
autorun flags = -profile dba -tag dba
collection retention = 30
password check interval = 1

ID: sysadmin

notification email = sysadmin@example.com
autorun_schedule = 3 * * 1,3,5

autorun flags = -profile sysadmin -tag sysadmin
collection retension = 60
password check interval = 1

$ exachk -get all

ID: exachk.default

notification email = some.body@example.com
autorun schedule = 3 * * 0

collection retention = 30
password check interval = 1

notification email = dbalexample.com
autorun_schedule = 4,8,12,16,20 * * *
autorun flags = -profile dba -tag dba
collection retention = 30
password check interval = 1

ID: sysadmin

notification email = sysadmin@example.com
autorun_schedule = 3 * * 1,3,5

autorun flags = -profile sysadmin -tag sysadmin
collection retension = 60
password check interval = 1

To limit the request to a specific daemon option profile: -id ID -get all
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To get all the options set for a daemon profile called dba:

$ orachk -id dba -get all

notification email = dbalexample.com
autorun_schedule = 4,8,12,16,20 * * *
autorun flags = -profile dba -tag dba
collection retention = 30
password check interval = 1

$ exachk -id dba -get all

notification email = dbalexample.com
autorun_schedule = 4,8,12,16,20 * * *
autorun flags = -profile dba -tag dba
collection retention = 30
password check interval = 1

3.1.2.2 Starting and Stopping the Daemon

ORACLE

Start and stop the daemon and force the daemon to stop a compliance check run.

To start and stop the daemon:

To start the daemon:

$ orachk -autostart

$ orachk -autostart reset

$ exachk -autostart

$ exachk -autostart reset

The tools prompt you to provide required information during startup.
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2. To stop the daemon:

$ orachk -autostop

$ orachk -autostop unset

$ exachk -autostop

$ exachk -autostop unset

If a compliance check run is progress when you run the stop command, then the daemon
indicates so and continues running.

3. To force the daemon to stop a compliance check run:

$ orachk -autostop

$ orachk -autostop unset

$ exachk -autostop

$ exachk -autostop unset

The daemon stops the compliance check run and then confirms when it is done. If necessary,
then stop the daemon using the -autostop option.

The window allows to setup a value to randomize the execution hour and minute to be set for
each daemon schedule. By default, exachk sets 2:03 AM for exatier profile entry, and 3:03
AM for full run entry.

Regarding the hour, when using the window, if you setup autostart with a window of 5, and
considering exachk uses 2 AM as default hour, that means that exachk will pick a value
between 2AM +/-5 hours, that is, any hour between 9 PM and 7 AM. If the autostart window
is 1, then hour value could be 1 AM, 2 AM, or 3 AM.

Regarding the minute, when using autorun window, the minute will be a randomized value
between 0 and 59.

Note that the window applies only to the action of setting up the entry. It is not meant as a
window applied for every time the scheduled entry runs. If the entry is setup to run at, let’s say,
4:15 AM, then it will run at that time the days scheduled.

Use cases:

1. Using the RAT AUTORUN WINDOW variable from the environment before installing AHF
When AHF is installed running the ahf setup file, if the RAT AUTORUN WINDOW is set, then
exachk scheduler will pick RAT AUTORUN WINDOW value and apply the window to the exachk
scheduler entries.

# export RAT AUTORUN_ WINDOW=5
# ./ahf setup -ahf loc /opt/oracle.ahf -data dir /opt/oracle.ahf -silent
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# orachk -get all

AUTORUN FLAGS = -usediscovery -profile oratierl -dball -showpass -tag
autostart client oratierl -readenvconfig

COLLECTION RETENTION = 7

AUTORUN SCHEDULE = 20 1 * * 1,2,3,4,5,6

AUTORUN FLAGS = -usediscovery -tag autostart client -readenvconfig
COLLECTION RETENTION = 14
AUTORUN SCHEDULE = 15 3 * * 0

# export RAT_AUTORUN_WINDOW=5

# ./ahf setup -ahf loc /opt/oracle.ahf -data dir /opt/oracle.ahf -
silent

# exachk -get all

AUTORUN FLAGS = -usediscovery -profile exatierl -dball -showpass -tag
autostart client exatierl -readenvconfig

COLLECTION RETENTION = 7

AUTORUN SCHEDULE = 20 1 * * 1,2,3,4,5,6

AUTORUN FLAGS = -usediscovery -tag autostart client -readenvconfig
COLLECTION RETENTION = 14
AUTORUN SCHEDULE = 15 3 * * 0

As seen above, the hour values belong to the window, and the minute value is a random
value between 0 and 59.

Using the -autorun_window <value> option while installing AHF
The -autorun_window can be specified as an option when running ahf setup.

# ./ahf setup -ahf loc /opt/oracle.ahf -data dir /opt/oracle.ahf -silent -
autorun _window 5
# orachk -get all

AUTORUN FLAGS = -usediscovery -profile oratierl -dball -showpass -tag
autostart client oratierl -readenvconfig

COLLECTION RETENTION = 7

AUTORUN SCHEDULE = 24 6 * * 1,2,3,4,5,6
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ID: orachk.autostart client

AUTORUN FLAGS = -usediscovery -tag autostart client -readenvconfig
COLLECTION RETENTION = 14
AUTORUN SCHEDULE = 29 6 * * 0

# ./ahf setup -ahf loc /opt/oracle.ahf -data dir /opt/oracle.ahf -silent -
autorun_window 5
# exachk -get all

AUTORUN FLAGS = -usediscovery -profile exatierl -dball -showpass -tag
autostart client exatierl -readenvconfig

COLLECTION RETENTION = 7

AUTORUN SCHEDULE = 24 6 * * 1,2,3,4,5,6

AUTORUN FLAGS = -usediscovery -tag autostart client -readenvconfig
COLLECTION RETENTION = 14
AUTORUN SCHEDULE = 29 6 * * 0

# Note:

If RAT AUTORUN WINDOW is defined, and -autorun window is passed, then the -
autorun window command-line option has more priority and the environment
variable value will be ignored.

When the RAT variable is set at install time, it will be stored automatically on the orachk
and exachk environment file:

# cat ‘orachk -showenvfile®
RAT_AUTORUN_WINDOW=5

# cat “exachk -showenvfile®
RAT_AUTORUN_WINDOW=5

So the subsequent autostop and autostart commands will make use of the existent
variable value in the environment file (when defined). Entry can be manually deleted from
the file anytime.

3. Using the existing RAT AUTORUN_ WINDOW value defined in orachk/exachk environment
file
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As mentioned above, if the value exists in the environment file, then an autostart
command will automatically read the value and apply the window:

# orachk -autostart

Applying execution time window of (+/-) 5 hours
Applying execution time window of (+/-) 5 hours
Successfully copied Daemon Store to Remote Nodes

orachk is using TFA Scheduler. TFA PID: 3964931

# orachk -get all

AUTORUN FLAGS = -usediscovery -profile oratierl -dball -showpass -tag
autostart client oratierl -readenvconfig

COLLECTION RETENTION = 7

AUTORUN SCHEDULE = 42 23 * * 1,2,3,4,5,6

AUTORUN FLAGS = -usediscovery -tag autostart client -readenvconfig
COLLECTION RETENTION = 14
AUTORUN_ SCHEDULE = 31 0 * * 0

>># exachk -autostart

Applying execution time window of (+/-) 5 hours
Applying execution time window of (+/-) 5 hours
Successfully copied Daemon Store to Remote Nodes

exachk is using TFA Scheduler. TFA PID: 3964931

# exachk -get all

AUTORUN FLAGS = -usediscovery -profile exatierl -dball -showpass -tag
autostart client exatierl -readenvconfig

COLLECTION RETENTION = 7

AUTORUN SCHEDULE = 42 23 * * 1,2,3,4,5,6

AUTORUN FLAGS = -usediscovery -tag autostart client -readenvconfig
COLLECTION RETENTION = 14
AUTORUN_ SCHEDULE = 31 0 * * 0
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Using the -autorun_window option when calling exachk -autostart

# orachk -autostart -autorun window 4

Applying execution time window of (+/-) 4 hours
Applying execution time window of (+/-) 4 hours
Successfully copied Daemon Store to Remote Nodes

orachk is using TFA Scheduler. TFA PID: 3964931

# orachk -get all

AUTORUN FLAGS = -usediscovery -profile oratierl -dball -showpass -tag
autostart client oratierl -readenvconfig

COLLECTION RETENTION = 7

AUTORUN SCHEDULE = 455 * * 1,2,3,4,5,6

AUTORUN FLAGS = -usediscovery -tag autostart client -readenvconfig
COLLECTION RETENTION = 14
AUTORUN SCHEDULE = 24 6 * * 0

# exachk -autostart -autorun window 4

Applying execution time window of (+/-) 4 hours
Applying execution time window of (+/-) 4 hours
Successfully copied Daemon Store to Remote Nodes

exachk is using TFA Scheduler. TFA PID: 3964931

# exachk -get all

AUTORUN FLAGS = -usediscovery -profile exatierl -dball -showpass -tag
autostart client exatierl -readenvconfig

COLLECTION RETENTION = 7

AUTORUN SCHEDULE = 455 * * 1,2,3,4,5,6

AUTORUN FLAGS = -usediscovery -tag autostart client -readenvconfig
COLLECTION RETENTION = 14
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AUTORUN SCHEDULE = 24 6 * * 0

# Note:

Passing a value of 0 to the autorun window option, will disable the window even if the
environment variable is set in the environment or in the exachk . env file.

Related Topics

» Deprecated Legacy Oracle Orachk and Oracle Exachk Scheduler Commands in 22.2
Starting with the AHF 22.2 (2022-09-14), commands to run the Oracle Orachk or Oracle
Exachk scheduler without the Oracle Trace File Analyzer daemon are deprecated. These
commands are completely removed in AHF 23.8 (2023-08-28).

3.1.2.3 Querying the Status and Next Planned Daemon Run

Query the status and next automatic run schedule of the running daemon.

To query the status and next planned daemon run:

1. To check if the daemon is running:

$ orachk -autostatus

$ exachk -autostatus

If the daemon is running, then the daemon confirms and displays the PID.

2. To query more detailed information about the daemon:

$ orachk -autostatus

$ exachk -autostatus

The daemon responds with the following information:
* Node on which the daemon is installed

e Version

* Install location

e Time when the daemon was started

3. To query the next scheduled compliance check run:

$ orachk -autostatus

$ exachk -autostatus

The daemon responds with details of schedule.
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If you have configured multiple daemon option profiles, then the output shows whichever is
scheduled to run next.

Related Topics

« Deprecated Legacy Oracle Orachk and Oracle Exachk Scheduler Commands in 22.2
Starting with the AHF 22.2 (2022-09-14), commands to run the Oracle Orachk or Oracle
Exachk scheduler without the Oracle Trace File Analyzer daemon are deprecated. These
commands are completely removed in AHF 23.8 (2023-08-28).

3.1.2.4 Configuring the Daemon for Automatic Start

Installing Oracle Autonomous Health Framework as root on Linux or Solaris automatically sets
up and runs the Oracle Orachk or Oracle Exachk daemon.

To configure the daemon to stop or start automatically:
Run these commands as root.

1. To remove auto start configuration:
°* S orachk -autostop
°* $ exachk -autostop
To remove all default unmodified schedulers:
e orachk -autostop unset
* exachk -autostop unset
2. To configure the daemon to start automatically:
e § orachk -autostart
°* $ exachk -autostart
To start and load the default schedulers:
e orachk -autostart reset
* exachk -autostart reset

The daemon runs a full local Oracle Orachk check once every week at 3 AM, and a patrtial
run of the most impactful checks at 2 AM every day through the oratierl or exatierl
profiles. The daemon automatically purges the oratierl or exatierl profile run that runs
daily, after a week. The daemon also automatically purges the full local run after 2 weeks.
You can change the daemon settings after enabling auto start.

e $ orachk -autostart -monthly
e $ exachk -autostart -monthly

Use the -monthly option to configure the daemon to run a full local Oracle Orachk once
every month, and a partial run of the most important checks at 2 AM every day through the
oratierl or exatierl profiles.

Related Topics

*  Behavior of Oracle Orachk or Oracle Exachk Daemon
AHF 23.9 includes a new command option reset to change the behavior of Oracle Orachk
or Oracle Exachk daemon during autostart, autostop, and upgrade.
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3.1.2.5 Configuring the Daemon for Automatic Restart

By default, you must manually restart the daemon if you restart the server or node on which
the daemon is running.

However, if you use the automatic restart option, the daemon restarts automatically after the
server or node reboot.

Configure the daemons to auto restart as root.

To configure the daemon to restart automatically:

1. To configure the daemon to restart automatically:

$ orachk -initsetup

$ exachk -initsetup

The tool prompts you to provide the required information during startup.

# Note:

Stop the daemon before running -initsetup, if the daemon is already running.
2. To query automatic restart status of the daemon:

$ orachk -initcheck

$ exachk -initcheck
3. To remove automatic restart configuration:

$ orachk -initrmsetup

$ exachk -initrmsetup

Related Topics

» Deprecated Legacy Oracle Orachk and Oracle Exachk Scheduler Commands in 22.2
Starting with the AHF 22.2 (2022-09-14), commands to run the Oracle Orachk or Oracle
Exachk scheduler without the Oracle Trace File Analyzer daemon are deprecated. These
commands are completely removed in AHF 23.8 (2023-08-28).

3.1.3 Running Compliance Checks On-Demand

ORACLE

Usually, compliance checks run at scheduled intervals. However, Oracle recommends that you
run compliance checks on-demand when needed.

Examples of when you must run compliance checks on-demand:

«  Pre- or post-upgrades
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*  Machine relocations from one subnet to another

e Hardware failure or repair

e Problem troubleshooting

e In addition to go-live testing

To start on-demand compliance check runs, log in to the system as an appropriate user, and
then run an appropriate tool. Specify the options to direct the type of run that you want.

$ orachk

$ exachk

# Note:

To avoid problems while running the tool from terminal sessions on a network
attached workstation or laptop, consider running the tool using VNC. If there is a
network interruption, then the tool continues to process to completion. If the tool fails
to run, then re-run the tool. The tool does not resume from the point of failure.

Output varies depending on your environment and options used:

e The tool starts discovering your environment

* If you have configured passwordless SSH equivalency, then the tool does not prompt you
for passwords

* If you have not configured passwordless SSH for a particular component at the required
access level, then the tool prompts you for password

* If the daemon is running, then the commands are sent to the daemon process that
answers all prompts, such as selecting the database and providing passwords

e If the daemon is not running, then the tool prompts you for required information, such as
which database you want to run against, the required passwords, and so on

* The tool investigates the status of the discovered components

< Note:

If you are prompted for passwords, then the Expect utility runs when available. In
this way, the passwords are gathered at the beginning, and the Expect utility
supplies the passwords when needed at the root password prompts. The Expect
utility being supplying the passwords enables the tool to continue without the
need for further input. If you do not use the Expect utility, then closely monitor the
run and enter the passwords interactively as prompted.

Without the Expect utility installed, you must enter passwords many times
depending on the size of your environment. Therefore, Oracle recommends that
you use the Expect utility.
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While running pre- or post-upgrade checks, Oracle Orachk and Oracle Exachk
automatically detect databases that are registered with Oracle Clusterware and presents
the list of databases to check.

Run the pre-upgrade checks during the upgrade planning phase. Oracle Orachk and
Oracle Exachk prompt you for the version that you are planning to upgrade:

$ orachk -u -o pre

$ exachk -u -o pre

After upgrading, run the post-upgrade checks:

$ orachk -u -o post

$ exachk -u -o post

1. The tool starts collecting information across all the relevant components, including the
remote nodes.

2. The tool runs the compliance checks against the collected data and displays the
results.

3. After completing the compliance check run, the tool points to the location of the
detailed HTML report and the . zip file that contains more output.

e Running On-Demand With or Without the Daemon
When running on-demand, if the daemon is running, then the daemon answers all prompts
where possible including the passwords.

*  Sending Results by Email
Optionally email the HTML report to one or more recipients using the -sendemail option.

e How Long Should It Take to Run Oracle Exachk?
The elapsed time for an Oracle Exachk run varies based on the cluster size, number of
Oracle Databases that are running, hardware type and configuration, overall system load,
and so on.

Related Topics

e Running Compliance Checks Automatically
Oracle recommends that you use the daemon process to schedule recurring compliance
checks at regular intervals.

e Upgrade Readiness Mode (Oracle Clusterware and Oracle Database Upgrade Checks)
You can use Upgrade Readiness Mode to obtain an Upgrade Readiness Assessment.

*  Expect - Expect - Home Page
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3.1.3.1 Running On-Demand With or Without the Daemon

When running on-demand, if the daemon is running, then the daemon answers all prompts
where possible including the passwords.

To run health checks on-demand with or without the daemon:

1. To run health checks on-demand if the daemon is running, then use:

$ orachk

$ exachk

2. To avoid connecting to the daemon process, meaning the tool to interactively prompt you
as required, use the -nodaemon option.

$ orachk -nodaemon

$ exachk -nodaemon

# Note:

Daemon mode is supported only on the Linux and Solaris operating systems.

# Note:

If you are running database pre-upgrade checks (-u -o pre) and if the daemon is
running, then you must use the -nodaemon option.

Related Topics

* Upgrade Readiness Mode (Oracle Clusterware and Oracle Database Upgrade Checks)
You can use Upgrade Readiness Mode to obtain an Upgrade Readiness Assessment.

3.1.3.2 Sending Results by Email

Optionally email the HTML report to one or more recipients using the -sendemail option.

To send health check run results by email:

1. Specify the recipients in the NOTIFICATION EMAIL environment variable.

$ orachk -sendemail "NOTIFICATION EMAIL=email recipients"

$ exachk -sendemail "NOTIFICATION EMAIL=email recipients"
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Where email_recipients is a comma-delimited list of email addresses.

2. Verify the email configuration settings using the -testemail option.

Related Topics

¢ NOTIFICATION_EMAIL
Set the NOTIFICATION EMAIL daemon option to send email notifications to the recipients

you specify.

3.1.3.3 How Long Should It Take to Run Oracle Exachk?

The elapsed time for an Oracle Exachk run varies based on the cluster size, number of Oracle
Databases that are running, hardware type and configuration, overall system load, and so on.

The elapsed times presented here are only for example purposes because the experience with
each configuration is unique.

Table 3-3 Oracle Autonomous Health Framework Run Time

Hardware Configuration Oracle Database Configuration Run Time
(minutes)

X2-2 1/4 rack No Oracle Databases 16

X2-2 1/4 rack Three Oracle Databases 24m7.884s

X4-2 1/4 rack Three Oracle Databases 22m51.497s

X4-2 1/4 rack Eight Oracle Databases 35

X4-8 full rack One Oracle Database 17

X5-2 1/4 rack domO Not applicable 22m41.228s

X5-2 1/4 rack domU One CDB with one PDB per server 9

X6-2 1/4 rack domO Not applicable 22m20.827s

X6-2 1/4 rack domU One CDB with 50 PDBs per server 56

X7-2 1/4 rack One CDB with one PDB per server 17

X7-8 full rack One CDB with one PDB per server 17

3.1.4 Running Compliance Checks in Silent Mode

ORACLE

Run compliance checks automatically by scheduling them with the Automated Daemon Mode
operation.

# Note:

Silent mode operation is maintained for backwards compatibility for the customers
who were using it before the daemon mode was available. Silent mode is limited in
the checks it runs and Oracle does not actively enhance it any further.

Running compliance checks in silent mode using the -s option does not run any checks on the
storage servers and switches.
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Running compliance checks in silent mode using the -S option excludes checks on database
server that require root access. Also, does not run any checks on the storage servers and
database servers.

To run compliance checks silently, configure passwordless SSH equivalency. It is not required
to run remote checks, such as running against a single-instance database.

When compliance checks are run silently, output is similar to that described in On-Demand
Mode Operation.

# Note:

If not configured to run in silent mode operation on an Oracle Engineered System,
then the tool does not perform storage server or InfiniBand switch checks.

Including Compliance Checks that Require root Access

Run as root or configure sudo access to run compliance checks in silent mode and include
checks that require root access.

To run compliance checks including checks that require root access, use the -s option
followed by other required options:

$ orachk -s

$ exachk -s

Excluding Compliance Checks that Require root Access

To run compliance checks excluding checks that require root access, use the -5 option
followed by other required options:

$ orachk -S

$ exachk -S

3.1.5 Understanding and Managing Reports and Output

ORACLE

Oracle Orachk and Oracle Exachk generate a detailed HTML report with findings and
recommendations.

e Temporary Files and Directories
While running compliance checks, Oracle Orachk and Oracle Exachk create temporary
directories and files for the purposes of data collection and assessment, and then delete
them upon completion of compliance check runs.

e Output Files and Directories
Oracle Orachk and Oracle Exachk create an output directory that contains various files for
you to examine.

e HTML Report Output
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e Tagging Reports
The compliance check HTML report is typically named:
orachk hostname database date timestamp.html oOr
exachk hostname database date timestamp.html.

e Tracking File Attribute Changes and Comparing Snapshots
Use the Oracle Orachk and Oracle Exachk -fileattr option and command flags to record
and track file attribute settings, and compare snapshots.

e Comparing Two Reports
Oracle Autonomous Health Framework automatically compare the two most recent HTML
reports and generate a third diff report, when run in automated daemon mode.

e Merging Reports
Merging reports is useful in role-separated environments where different users are run
different subsets of checks and then you want to view everything as a whole.

e Maintaining Temporary Files and Directories
Oracle Orachk and Oracle Exachk create a number of temporary files and directories while
running compliance checks.

e Consuming Multiple Results in Other Tools
Optionally integrate compliance check results into various other tools.

Related Topics

e Integrating Compliance Check Results with Other Tools
Integrate Oracle Orachk and Oracle Exachk compliance check results into Oracle
Enterprise Manager and other third-party tools.

3.1.5.1 Temporary Files and Directories

While running compliance checks, Oracle Orachk and Oracle Exachk create temporary
directories and files for the purposes of data collection and assessment, and then delete them
upon completion of compliance check runs.

By default, Oracle Orachk and Oracle Exachk create temporary files and directories in
the /opt/oracle.SupportTools/exachk or /opt/oracle.SupportTools/orachk
directories if they exist, or in the SHOME directory of the user who runs the tool.

Change this temporary working directory by setting the environment variable
RAT TMPDIR=tmp directory before using the tools:

$ export RAT TMPDIR=/tmp
$ orachk

$ export RAT TMPDIR=/tmp
$ exachk

If you are using sudo access for root, and change the RAT TMPDIR=tmp directory, then you
must also reflect this change in the /etc/sudoers file.
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The /etc/sudoers file on each server must contain the entry for the root script in the new
temporary directory location:

oracle ALL=(root) NOPASSWD:/tmp/root_orachk.sh

oracle ALL=(root) NOPASSWD:/tmp/root_exachk.sh

Alternatively, you can change the location of the directory used for creating the root script only
by setting the environment variable.

export RAT ROOT SH DIR=/mylocation

Add an entry in the /etc/sudoers file as follows:

oracle ALL=(root) NOPASSWD:/mylocation/root_orachk.sh

< Note:

Any directory specified in RAT TMPDIR must exist on the hosts for all cluster nodes.

3.1.5.2 Output Files and Directories

ORACLE

Oracle Orachk and Oracle Exachk create an output directory that contains various files for you
to examine.

The name format of the output directory is:

utility name host name database date time stamp

where,
e utilityis either orachk or exachk
* host name is the host name of the node on which Oracle Orachk or Oracle Exachk was run

e database is the name of the database or one of the databases against which compliance
checks were performed, if applicable

e date is the date the compliance check was run
* timestamp is the time the compliance check was run

By default, Oracle Orachk and Oracle Exachk create output in the directory from where they
are run. To change the location of the output directory, use the -output option as follows:

$ orachk -output output dir

$ exachk -output output dir
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Alternatively, set the output directory using the RAT OUTPUT environment variable as follows:

$ export RAT OUTPUT=output dir
$ orachk

$ export RAT OUTPUT=output dir
$ exachk

The contents of this directory is available in a zip file with the same name.

After completing the compliance checks, Oracle Orachk and Oracle Exachk report the location
of this zip file and the HTML report file.

Detailed report (html) - /orahome/oradb/orachk/
orachk myhost rdbl1204 041816 055429/orachk myhost rdb11204 041816 055429.html

UPLOAD (if required) - /orahome/oradb/orachk/
orachk myhost rdbl1204 041816 055429.zip

$ 1s -la

total 61832

drwxr-xr-x 4 oradb oinstall 4096 Apr 18 05:55
drwx------ 34 oradb oinstall 4096 Apr 18 05:58 ..
drwxr--r-- 3 oradb oinstall 4096 Mar 28 17:36 .cgrep

-rw-r--r-- 1 oradb oinstall 4692868 Mar 28 17:35 CollectionManager App.sql
-rw-r--r-- 1 oradb oinstall 41498425 Apr 18 05:54 collections.dat
-rwxr-xr-x 1 oradb oinstall 2730651 Mar 28 17:35 orachk

drwxr-xr-x 7 oradb oinstall 4096 Apr 18 05:55

orachk myhost rdbl1204 041816 055429

-rw-r--r-- 1 oradb oinstall 36141 Apr 18 05:55

orachk myhost rdbl1204 041816 055429.zip

-rw-r--r-- 1 oradb oinstall 9380260 Mar 28 19:02 orachk.zip

-rw-r--r-- 1 oradb oinstall 3869 Mar 28 17:36 readme.txt

-rw-r--r-- 1 oradb oinstall 4877997 Apr 18 05:54 rules.dat

-rw-r--r-- 1 oradb oinstall 40052 Mar 28 17:35

sample user defined checks.xml

-rw-r--r-- 1 oradb oinstall 2888 Mar 28 17:35 user defined checks.xsd
-rw-r--r-- 1 oradb oinstall 425 Mar 28 17:36 UserGuide.txt

The output directory contains several other directories and the main HTML report file.

$ cd orachk myhost rdb11204 041816 055429

$ 1s -la

total 60

drwxr-xr-x 7 oradb oinstall 4096 Apr 18 05:55 .
drwxr-xr-x 4 oradb oinstall 4096 Apr 18 05:55 ..
drwxr-xr-x 2 oradb oinstall 4096 Apr 18 05:55 log
-rw-r--r-- 1 oradb oinstall 30815 Apr 18 05:55

orachk myhost rdbl1204 041816 055429.html

drwxr-xr-x 4 oradb oinstall 4096 Apr 18 05:55 outfiles
drwxr-xr-x 2 oradb oinstall 4096 Apr 18 05:55 reports

3-51



Chapter 3
Compliance Checking with Oracle Orachk and Oracle Exachk

drwxr-xr-x 2 oradb oinstall 4096 Apr 18 05:55 scripts
drwxr-xr-x 2 oradb oinstall 4096 Apr 18 05:55 upload

Oracle Oracle Orachk and Oracle Exachk each creates an output directory containing the
following information depending on which tool you use:

Table 3-4 Output Files and Directories

Output

Description

log (directory)

outfiles (directory)
reports (directory)
scripts (directory)

upload (directory)

orachk *.html

exachk *.html

Contains several log files recording details about the compliance check,

including:

Oracle Orachk:

* orachk.log: Main log for the compliance check.

e orachk error.log:std error log for the compliance check.

 orachk debug date time.log: Debug output when run with
-debug, which is useful for troubleshooting.

Oracle Exachk:

e exachk. log: Main log for the compliance check.

* exachk error.log:std error log for the compliance check.

* exachk debug date time.log: Debug output when run with
—-debug, which is useful for troubleshooting.

Contains several the collection results.
Contains subreports used to build the main report.
Contains scripts used during collection.

Contains files to upload collection results to a database for the Oracle
Health Check Collections Manager to consume, integrate the results into
your own application, or integrate into other utilities.

Oracle Orachk:

Main HTML report output using the same name format as the output
directory:
orachk host name_ database date timestamp.html.

Oracle Exachk:

Main HTML report output using the same name format as the output
directory:
exachk host name_ database date timestamp.html.

Related Topics

* Integrating Compliance Check Results with Other Tools
Integrate Oracle Orachk and Oracle Exachk compliance check results into Oracle
Enterprise Manager and other third-party tools.

* How to Capture Debug Output
Follow these procedures to capture debug information.

3.1.5.3 HTML Report Output

The compliance check HTML report contains the following:

e High level health score

e Summary of the run

ORACLE
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Table of contents that provides easy access to findings

Findings and recommendations to resolve the issues

System Health Score and Summary
Oracle Orachk and Oracle Exachk calculate a high-level System Health Score based on
the number of passed or failed compliance checks.

HTML Report Table of Contents and Features
The Table of Contents provides links to each of the major sections within the HTML
report.

Security Checks Section in Oracle Orachk and Oracle Exachk Reports
Beginning with AHF 24.5, Oracle Orachk and Oracle Exachk reports include a new
Security section that consolidates all best practice security-related checks.

HTML Report Findings
Report findings are grouped by Oracle Stack component.

Maximum Availability Architecture (MAA) Scorecard
The Maximum Availability Architecture (MAA) Scorecard is displayed after the Findings

group.

Findings Needing Further Review

Issues that compliance checks have only a partial view and need user reviews to
determine if they are relevant are displayed in the Findings needing further review
section.

Platinum Certification
The Platinum Certification section shows a list of compliance status items for the Oracle
Platinum service.

Viewing Clusterwide Linux Operating System Compliance Check (VMPScan)
On Linux systems, view a summary of the VMPScan report in the Clusterwide Linux
Operating System Health check (VMPScan) section of the compliance check report.

"Systemwide Automatic Service Request (ASR) healthcheck" Section
asrexacheck is designed to check and test ASR configurations to ensure that
communication to the ASR Manager is possible.

File Attribute Changes
The File Attribute Changes section is shown in the report only when Oracle Orachk and
Oracle Exachk is run with the -fileattr option.

Skipped Checks
Any checks that were not able to be run and skipped for some reason are shown in the
Skipped Checks section.

Component Elapsed Times
The Component Elapsed Times gives a breakdown of time required to check various
components.

Top 10 Time Consuming Checks
The Top 10 Time Consuming Checks section shows the slowest 10 checks that were
run.

How to Find a Check ID
Each compliance check has a unique 32 character ID.

How to Remove Checks from an Existing HTML Report
Hide individual findings from the report using Remove findings .
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3.1.5.3.1 System Health Score and Summary

Oracle Orachk and Oracle Exachk calculate a high-level System Health Score based on the

number of passed or failed compliance checks.

A summary of the run shows, where and when it was run, which version was used, how long it

took, which user it was run as, and so on.

Figure 3-3 System Health Score and Summary

Oracle Exadata Assessment Report

System Health Score is 89 out of 100 (detail)

Cluster Summary

Cluster Name cluster-clul
Q5/Kernel Version LINUX X86-64 OELRHEL 5 2.6.39-400.124.1 el5uek
CRS Home - Version Ju0l fapp/11.2.0.4/grid - 11.2.04.1

DB Home - Version - Names | /u0] /app/oracle/product/11.2.0.4/dbhome_1 - 11.2.0.4.1 - dbm

EM Agent Home Sudl fapp/oracle/em/agent_haem/core/12.1.0.5.0
Exadata Version 11.2.3.3.0
Number of nodes 9

Database Servers 2
Storage Servers 3
1B Switches 4
exachk Version 12.1.0.2.6(BETA)_20160125
Collection exachk_randomadmo7_dbm_012516_141503.zip
Duration 10 mins, 49 seconds
Executed by root
Collection Date 25-Jan-2016 14.715:39

Note! This version of exachk is considered valid for 120 days from today or until a new version is
available

NOTE : exachk is only one part of the MAA Best Practices recommendation methodalogy. My Oracle Support

“Oracle Exadata Best Practices (Doc ID757552.1)" should be reviewed thoroughly as it is the driver for exachk

and contains additional operational and diagnostic guidance that is not programmed within exachk.

WARNING! The data cellection activity appears to be incomplete for this exachk run. Please review the
"Killed Processes" and / or "Skipped Checks" section and refer to "Appendix A - Troubleshooting
Scenarios” of the "Exachk User Guide" for corrective actions.

Click the detail link to expand the System Health Score section to view details of how this is

calculated.

ORACLE"
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Figure 3-4 System Health Score Detail

Oracle Exadata Assessment Report

System Health Score is 89 out of 100 (detail)

System Health Score is derived using following formula.

Every check has 10 points
Faillure will deduct 10 points
Warning will deduct 5 points
Info wall deduct 3 points
Skip will deduct 3 points

Total checks 537
Passed checks 449 |
Failed{fail f'warn finfo/skip) checks | 88

_Hide

T —_— . .&‘-Z.___"h—p-e_ﬂ_\”-"'-"- SR S— .‘__F.l.._',___!'-

To generate an HTML report without the System Health Score section, use the -noscore

option:

$ orachk -noscore

$ exachk -noscore

Related Topics
e Managing the Report Output

Use the list of commands to manage compliance checks report output.

3.1.5.3.2 HTML Report Table of Contents and Features

The Table of Contents provides links to each of the major sections within the HTML report.

The next section in the HTML report after the summary is the Table of Contents and Report

Features:

e The Table of Contents provides links to each of the major sections within the HTML report

— What is shown in the Table of Contents will depend on the Oracle Stack components

found during the compliance check run.
* The Report Features allow you to:
— Filter checks based on their statuses.
— Select the regions.

— Expand or collapse all checks.

ORACLE"
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— View check IDs.
— Remove findings from the report.
— Get a printable view.

By default, passed checks are hidden. To view, select the Pass check box under Show
Checks with the following status. To exclude passed checks from the HTML report, use the
-nopass option:

$ orachk -nopass

$ exachk -nopass

Figure 3-5 Report Table of Contents and Features

Table of Contents

= Database Server

- S]‘Qrggg Sgrvgr

» InfiniBand Switch

« Cluster Wide

« Maximum Availability Architecture (MAA) Scorecard

= Findings needing further review

Skipped Checks
Top 10 Time Consuming Checks

Report Feature

» [ Show Failed checks only

« Show checks with the following status:
¥ Fail ¥ Warning < info || Pass

« Show details of the following regions.

¥ Maximum Availability Architecture (MAA) Scorecard
Infrastructure Software and Configuration Summary
Platinum Certification
Findings needing further review
Systemwide Automartic Service Request (ASR) healthcheck
Skipped Checks
¥ Top 10 Time Consuming Checks

NARSRR

« Show dertails of the checks:
Expand All '® Coliapse All

« Show Check lds
» Remove finding from report
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Related Topics

* How to Find a Check ID
Each compliance check has a unique 32 character ID.

* How to Remove Checks from an Existing HTML Report
Hide individual findings from the report using Remove findings .

* Managing the Report Output
Use the list of commands to manage compliance checks report output.

3.1.5.3.3 Security Checks Section in Oracle Orachk and Oracle Exachk Reports

Beginning with AHF 24.5, Oracle Orachk and Oracle Exachk reports include a new Security

section that consolidates all best practice security-related checks.

The Security section contains selected controls that may impact the overall security of a
system.

Security controls are typically reviewed for impact against Confidentiality, Integrity, and

Availability (CIA). The National Institute of Standards and Technology (NIST) definition of CIA

is as follows:

* Confidentiality: Preserving authorized restrictions on information access and disclosure,

including means for protecting personal privacy and proprietary information

* Integrity: Guarding against improper information modification or destruction and ensuring

information non-repudiation and authenticity

* Availability: Ensuring timely and reliable access to and use of information

Figure 3-6 Security checks for Database Server

Security checks for Database Server

Status Type Description Status On Details
FAIL | OS Check Verify the Name Service Cache Daemon (NSCD) configuration All Database Servers View
FAIL | OS Check Validate Grid Infrastructure owner password on Database server | All Database Servers View
FAIL | OS Check Validate dbmadmin password on Database server All Database Servers View
FAIL | OS Check Validate dbmmonitor password on Database server All Database Servers View
FAIL | ORACLE HOME Check | Validate RDBMS software owner password on Database server | All ORACLE HOME's View
FAIL | Database Check Validate database user sys password machinel:0RCL, machine2:0RCL, machine3:DB7AORCL | View
FAIL | OS Check Validate root password on Database server All Database Servers View

WARN | OS Check SELinux status All Database Servers View
PASS | OS Check Validate network configuration files All Database Servers View
PASS | Database Check Validate database user sys password machine1:0RCL, machine2:0RCL, machine3:DB7ZAORCL | View
PASS | ORACLE_HOME Check | Validate network configuration files in RDBMS homes All ORACLE_HOME's View
PASS | OS Check Verify DSA authentication is not supported for SSH equivalency | All Database Servers View

For more information about general security guidelines, refer to Oracle Exadata Database
Machine Security FAQ (Doc ID 2751741.1).

3.1.5.3.4 HTML Report Findings

ORACLE"

Report findings are grouped by Oracle Stack component.
Findings include:

e Status of check (FAIL, WARNING, INFO, Or PASS)
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e Type of check

e Check message

* Location where the check was run

* Link to expand details for further findings and recommendations

Figure 3-7 Report Findings

Database Server

Status Type Message Status On Details
SQL Parameter | ASM parameler SCA_TARGET fs NOT sel according 1o
FAIL Check oo e s Valie All instances View
WARNING | Patch Check Patch 16618055 nat is applied on ROBMS_HOME All Homes View
Database parameter _enabife NUMA_support should be set to All Database L
WARNING | 05 Check recommended value Servers i
INFO SQL Check Direct NFS Clignt fs NOT enabled All Databases | Wew
Storage Server
Status Type Message Sitatus On Details
Fan | Storage Server Active svstemt values shouwld match those defined in configuration All Sterage i
Check file “cell.conf” Servers
InfiniBand Switch
Status Type Message Status On Details|
WARNING | Switch Check | Subnet manager daemon Is not running randomsw-ibad Migw

WARNING | Switch Check

sm_priority is not sel to recommended value | randomsweib01, randomsw-ibs0 | View

Cluster Wide

Status Type

Message

Status On | Details

FAIL | Cluster Wide Chec

k | Firmware version does not match on all Infiniband swirches

Clusrer Wide | View

FAIL | Cluster Wide Chec

k | Lacaltime configuration does not match on all Infiniband switches

Clusrer Wide | View

Click view details to view the findings and the recommendations.

e Solution to solve the problem

e Applicable recommendations

e Where the problem does not apply

e Links to relevant documentation or My Oracle Support notes

« Example of data the recommendation is based on

ORACLE
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Figure 3-8 View Report Findings

Database Server

Starus Type Message S1atus on Detalls
SQL Paramerer | ASM parameter SCA_TARGET is NOT set according o
s Check recommended value All instances. | View
WARNING | Parch Check Parch 16618055 not is applied on RDBMS_HOME All Homes View
2 Database parameter _enable. NUMA_support should be ser to All Darabase
WARNING | OF Check Rt il Servers Hide

Verify database parameter _enable_ NUMA_support

MNUMA enabled in the database on all Exadata 8 sockel servers boosts overall application performance
NUMA enabled in the database on Exadata generation X5 2 socket servers boosts performance of
memary scan intensive workloads, for example IMDB

Recommendation | As of Oracle RDBMS release 12.1.0.2.6 and above, the enabling of NUMA in the database is automatic
50 no action Is necessary on any Exadata platform. For any Exadata platform using 12.1.0.5 or lower,
please reference the recommended vahue.

NUMA support in the database should always be off on Exadata OWVM.

Needs attention

e randomadmO7

Fassed an

Status on randomadm 7
WARNING == Database parameter _enable_NUMA_support should be set to recommended valie

DATA FROM RANDOMADMOT - OBM DATABASE - VERIFY DATABASE PARAMETER _ENABLE_NUMA_SUPPORT

_enable_NUMA_suppart = FALSE
isdefault = FALSE

Direct NFS Client is NOT enabled All Darabases

SQL Check

3.1.5.3.5 Maximum Availability Architecture (MAA) Scorecard

The Maximum Availability Architecture (MAA) Scorecard is displayed after the Findings group.

The MAA Scorecard provides a set of best practices for maximum availability architecture. It
also shows results related to maximum availability, such as the installed software versions

checked for noncurrent software, and use of incompatible features.

ORACLE
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Figure 3-9 Maximum Availability Architecture (MAA) Scorecard

Maximum Availabiiity Architectiure (mAA) Scorecurd
[ Ounage Type __[Stov] T I iiage | Starus On [T

ripion
Froactive hardwase and softiase manbenance heips avnd ortical issues and heips mamtain the highest stabty and avaiabty of your system.
By finning B et version of exachil. ulomatic dessction oocury for the Tokwing:

1. Seflurare wrsen mEmalches o B gben
2. Knoum criscal issue exposure Tor your spacific smvimnment

3. Seftwarn ieieises that ane older Ban recommended versiong

\ermiora” can your et panned wndow. Mose that et al Exadata

to be plan 7 however t s advised to mantan a ssquiar manienance scheculs. The
quency & 310 12 o busnes: e, Oy and spgradng Folorwng onder.
FAL 1. Grid Infrasteoctors Sofwars and Orsch Dalabass Softwas Gid Infrastruciure shoukd abeays be squal o of highes than the highest Cracis Databass
Sefecars versn

SOFTWARE

MAWTENANCE BEST 2. Evadata Dalabase Server Software. For Exadata Databaze Server Softwane upgrades, un and evaluale exachi. and dbnodevpdale prechect outpuls.

PRACTICES

3. Exadata Storage Server Software, For Exadata Siocage Server Sofiae upgrades, mn and evakusbe exachk and patchengr prechesk: ouipets
4. infriBand Swilch Software. For InfiniBand Sk Saftwise upgradés. nn and evaluste exachk and patchmgr precheck oulputs

FAIL | O Check System it exposed to Euaedats criveal issue (821 ANl Database Sarvers e
FARL Patch Check Systemn 15 expored to Evadate critcn! irsoe 0828 Al Homes Somw
FANL | Storape Server Check Syatent iy expored Iy Exactato Crifico! iswe £X13 AN Storoge Servert i
COHpORET Hoit Lagation Feund veriion Recormended veriong St
rangamadind 7, randamadmis
Darabase Home 112047 11.208.160115 11.2.0.4 8P I3 aider thaw recommenses,
Sl opgyoreck producyl 1204 dbkaome, [
DMTARASE SERVER rondamadmi? rondamadms.
Crid fnfrarrrusirg sl 1104160118 THERS 87 b gifer Than recommEnmid
Au0ifapps1 1.2.0 4508
Evadars randomadmd’, randamedmid Pr2856 |13213F8ari2b2it e recommengesd wartaon
STORACE SERVER Exadata 12 ronde 3, randomeceiady 112550 1123587 LN recommended Version
% g Versien withie recammended
el gl 2.0.5-1 arigher | gyapian yarsian is different from peers
18 SRITCH Farmmware Vergi aearmended rangd
randamsu ibal, randamaw- BB, randamsu e 2134 Lo | et Iy Ahffarent from cairs

To generate an HTML report without the MAA Scorecard section, use the -m option:

$ orachk -m

$ exachk -m

Related Topics

e Controlling the Scope of Checks
Use the list of commands to control the scope of checks.

3.1.5.3.6 Findings Needing Further Review

Issues that compliance checks have only a partial view and need user reviews to determine if
they are relevant are displayed in the Findings needing further review section.
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Figure 3-10 Findings needing further review

Findings needing further review

NOTE: This secrion contains best pracrices that orachk can only de @ partial check for because a complere check requires infarmarion it
CAnROT gathar (ex: data curside of orachk run scope, requives customer knowledge, efch. Please investigare the partial finding that orachk
repOrTS it This Secricn, paving particular aetention to The derails, to determine if any acrion is required.

Stats| Type Message [ status on |Details

FalL sqr DE_UNIQUE_NAME on primary has not been modified from the default, confirm that database name | All
Check | fs unique across your Oracle enterprise. Databases

Hiaw

e s B e e e | it e B et B eh -

3.1.5.3.7 Platinum Certification

The Platinum Certification section shows a list of compliance status items for the Oracle
Platinum service.

For the existing Platinum customers it is a review. For customers not yet participating in Oracle
Platinum, it is an indication of readiness to participate in Oracle Platinum.

Figure 3-11 Platinum Certification

Platinum Certification

Status Ty pe Message Status On Details
FAIL Srorage Server Exadara software version on storage server does not meet certified All Srorage v
Check platnum cenfigiratian Servers e
Exadara softwere version on database server does not meet certified All Darabase
L R platnum configuration Servers iR

RS SN Ny N Ny g S - il B e e

# Note:

This section is seen when compliance checks are run on Oracle Engineered
Systems.

3.1.5.3.8 Viewing Clusterwide Linux Operating System Compliance Check (VMPScan)

On Linux systems, view a summary of the VMPScan report in the Clusterwide Linux Operating
System Health check (VMPScan) section of the compliance check report.

The full VMPScan report is also available within the collection/reports and
collection/outfiles/vmpscan directory.
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3.1.5.3.9 "Systemwide Automatic Service Request (ASR) healthcheck" Section

Figure 3-12 Clusterwide Linux Operating System Health Check (VMPScan)

Clusterwide Linux Operating system health checkivMFScan)

“pte! This iz summary of ihe VMPian report, To browss full report, pleass cpen crachk report present ynder the "reporgs’

falder of prachk collection zip hile

2 noda ropod Gérerated on: 2006-08-10 04:3E:3E

HoptView
i nf S 2 0 1A =0

e taaime Fod

(40454 | Healch (1)

[at arvsstsa sl

Ropot Marmi: vingiean-3016-05-1004: 3333

arnirays (1 I'||-

myzereer Q- 2016-05-10 -0403<] | Health (12 | Ener (00 | Warninga (100

megrmreerf Lo 201605 00 -040321 | Healch (1) | Ernces 000 | Warnings (100

Clusterveew | Parameters)  Clusterview oot
net o5 storage

______________
sonf A hosinanne ta nal | e

cont drs.pingns0

canf.dric.hasname_fwo nt | confgackaces plhg_count | devnds.df_oh

eanl oo bislname 15 1
cont drc. hostaame_rev_nsl icc-‘rr.-::,-lwm:.lunhwl

| dini vt s
| denwls, prac_partiians

Lontdre sosiname ey n42 i:l i glnﬂ“l-ai- ﬂ- :fﬁﬁi [lapal
Lonlaler s geduedancy

| i i Py e gt
| Ficpi fo. nam,_SocHers | pete cluster. mausied_cofsd_-d

contAnE.pingnsl 1 marogloonfatc/sysen conf | 2cfsd clustern mounaed_cofs3_-f
Lot drg.pingngd i i | 20552, cont.chisTar cont

anf gleve v | syl o a1 _—a | afe? cont o cond
sonfaqrewadefanir gw | hogs pestens iasc reboors | acfsd pee conmesnions
conf garewey, defasi_ g | logssysTam.lng access ocfrd =erceadch enabled
Lont QAN IOUtE -0 P ERAa s M- ezl seriesaloh sTanus
Conf nep sciae pests | mem sont kemel cem orfe? sendce adch swee
cont nep i redundarsy | mem sonf kermed shmall e service nofad sysy statis

Lpnf nop. ribpsty

conf neprnpd ym s s i*'nl:n;l.tonF:. ezl =hmimasx
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e_shmmni
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wnf nEg sereers | mem perfmeminie
confasttings.erc_hosis Imern.perf.nuruu:ml

£ | H F
conl.Callings . heits_incashast | perlproies o uptirs
canl eeetings. ping bocathont | perl prsces o vematal -Shis
dey.confbactl_show | caleaserid
deyvcond, fulldwnles | colessmnpncan.precheck
dev.cand linkachig | raile arnpscan da ptuer

|
Hace @) | time allcborls Jivmedatats
parfonetstatolars prrors 1

# Note:

The VMPScan report is included only when Oracle Orachk is run on Linux systems.

asrexacheck is designed to check and test ASR configurations to ensure that communication

to the ASR Manager is possible.

This is a non-invasive script that checks configurations only and does not write to any system
or configuration files. The script checks for known configuration issues and any previous
hardware faults that may not have been reported by ASR due to a misconfiguration on the

BDA.

This section is included in the report only when the compliance checks are run on Oracle

Engineered Systems.

The following is a sample of the Systemwide Automatic Service Request (ASR)

healthcheck section truncated for

brevity:
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Figure 3-13 Systemwide Automatic Service Request (ASR) healthcheck

Database server myhostadmO7

asrexacheck version: 4.9
Current time: 2016-84-15 ©4:83:00

SYSTEM CONFIGURATION

Product name : Exadata X4-2

Product serial : AK12345678

Component name : SUN SERVER X4-2

Component serial : 1234FMLAST

Engineerad System type : Exadata

Server type ¢ COMPUTE

Image version 0 12.1.1.1.1.148712

05 IP Address : 168.9.0.123

05 Hostname : myhostadm@?

05 version : 2.6.39-480.128.28.e15uek.ipoib rc
ILOM IP Address : 168.8.2.131

ILOM Hostname : myhostadm@7-ilom

ILOM version : 3.2.4.46.a

NETWORK

Interface IP Address Hostname Route  fromIP
bondeth®  150.@.8.245 mycli@? YES

ethe 168.8.0.123 myhostadmd? MO

ASR

Destination Hostname Rule Type MON.PL Port Level Community Version
168.0.98.123 myhostadmé7 1 8162 minor public
168.2.0.123 myhostadmd7 12 49@82 critical public
168.8.98.118 scaolPadmog 13 40002 critical public
161.8.0..121 ilm-asril ASR YES 162 public
161.9.8..121 ilm-asrl 2 162 minor public
160.2.9.227 v88@-bur@d-c & 162 minor public 2c

I'DKl Exactlz onﬁﬁ and ILOM iE cii'ncide 5161.8.9. .lila :

Related Topics
e https://support.oracle.com/rs?type=doc&id=2103715.1

3.1.5.3.10 File Attribute Changes

The File Attribute Changes section is shown in the report only when Oracle Orachk and
Oracle Exachk is run with the -fileattr option.
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Figure 3-14 File Attribute Changes

File Attribute Changes

Basallne Snapihat: Aroat/orachk/orachk_mysarverll 28148511 B4182E/Snapihat 2818-85-11 84-18-38. Ext

ot /nyapploenfig/nyappeenfig. =m]l™ i5 different:

Basaline : acdd oracls root Jfroctfeyappl conflgfnyappoontig. xml
Current 244 root root Srootmappd config/myappoonfig. xml

3.1.5.3.11 Skipped Checks

Any checks that were not able to be run and skipped for some reason are shown in the
Skipped Checks section.

Figure 3-15 Skipped Checks

Skipped Checks

skipping Ambient Temperature (checkid: -A4C281TAC200ASCEEMOESOAIECO0S52) because this cluster does not access the first three storage
SEMVErS

s¥ipping “erity Electronic Storage Module (ESM) Lifetime |5 within Specification {checkid -9E01CSEECTFODETBEIJDESOAIECD185T) on
randomceladm2 because c_cbc_esm_lifetime_111_222_333_444 out not found

skipping Verity Electronic Storage Module (ESM) Lifetime is within Specification (cheéckid -9E01CSEECTFODETBEN4DESOA1ECD1867) on
randomeeladmi 3 because ¢_cbc_esm_lifetime_111_222_333_444.out not found

skipping ‘erify Electronic Storage Module (ESK) Lifetime is within Specification (checkid -9E01CSEECTFO0ETBEN4OESOAIECD18ET) on

randomeoekadmtd because ¢ ebe iSH} lifeti It&' 111_232 333 444 oul iitl[ Hi . I

Related Topics

e Slow Performance, Skipped Checks, and Timeouts
Follow these procedures to fix slow performance and other issues.

3.1.5.3.12 Component Elapsed Times

The Component Elapsed Times gives a breakdown of time required to check various
components.

This can be useful when diagnosing performance problems.

Figure 3-16 Component Elapsed Times

Component Elapsed Times

Component Name|Component Type, Elapsed Time

busmOIclient0] | Database Server | 2 mins, 16 seconds

busm0Iclient02 | Database Server | 2 mins, 21 seconds
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* Slow Performance, Skipped Checks, and Timeouts
Follow these procedures to fix slow performance and other issues.

3.1.5.3.13 Top 10 Time Consuming Checks

The Top 10 Time Consuming Checks section shows the slowest 10 checks that were run.

This can be useful when diagnosing performance problems.

Figure 3-17 Top 10 Time Consuming Checks

Top 10 Time Consuming Checks

MOTE: This information 15 primarily wsed for hefping Oracle optimize the run time of exachk.

These tisiags ave not hecessarily indicative of any prabiem and may vary widely from one systant ro another
i Tie Faraer Execution]
id i Duration
Varify Hidden ASM Initializatian Pargmerer Lsage 05 Check busma ! chienra? 12 secs
Parcives for Grid Infrasteuctire o3 Busmd ] eliema? 7 secs
g Collection
Patches for RDBMS Horme b2 busma cliento? 7 sucs
Collecrion .
Farches far ROEMS Horme o5 Busmalclienmal & Se0E
g Collection
Exadata Crirical Issue D623 Q5 Check Busmal citental 5 s6cs
, " =
ROBMS parch imvenrory Collection Busmalclienta? a SecE
- A . 5
RDBMS parch inventory Collection Busmicilenrd? 4 5o
1 : ling cell parchi
Al IMERE ORI LR s_ﬂrver ror._:a. 'E'IE situli, s Check busmalclienta? 4 secs
TR Gl SOFTWErE rEqUiremen
by ol ) ) -
Erx_aa’r_:m Dﬁ”_!’“.e 5”:2' f'.j'l ng‘_‘w itch patching Os Check bBusmaiclienta? 2 secs
.L?.r'ecm 'dﬁ.‘fb'?“ versian verfration for plane OF Check | busmOi chent0i /u0] ‘apporacle/product/12.1.0.2/dbhome_1 | 2 secs

Related Topics

*  Slow Performance, Skipped Checks, and Timeouts
Follow these procedures to fix slow performance and other issues.

e Oracle Orachk Sample Report

e Oracle Exachk Sample Report

3.1.5.3.14 How to Find a Check ID

Each compliance check has a unique 32 character ID.

ORACLE"

You may want to find a check id while:

e Communicating to Oracle or your own internal teams about a specific check

e Excluding or only running one or more checks

To find a particular check id using a generated report, click the Show Check Ids link.
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Figure 3-18 Show Check Ids

¥ Findings needing further review
¥ Systamwide Automatic Service Request (ASR) healthcheck

¥ Skipped Checks

¥ Top 10 Time Consuming Checks

« Show details of the checks:

Expand All '® Collapse All

« Show Check lds

The findings will then display an extra column to the left with the Check Id.

Figure 3-19 Show Check Ids

Database Server

Related Topics

e Running Subsets of Checks

Run a subset of compliance checks where necessary.

3.1.5.3.15 How to Remove Checks from an Existing HTML Report

Hide individual findings from the report using Remove findings .

Click Remove finding from report.

Check Id Status Type Message Status On |Details
soL A5 paramerer
E3902FOFD3AG1D3EE04312C0ES0ABEE2 | FAIL Parameter | YoA-TARGET is NOT. set All View
Check accarding to recommended | Instances
== value,
sl Database parameter Al
OC3IED42DE3I422247E04312COES0ADCETY | FAIL Parameter | DB_FILES should be set to View
Instances
Cheek recommendad value,
ILOM Power LUip
Configuration for All
EFEERC224CCT073FEO4312COES0AT7662 | FAIL 05 Check | HOST_LAST_POWER_STATE | Database |View
should be set to Sarvers
recommendead value
ASM ASM gridisk system content All ASM
D47661C55B1A291AE0431ECOESOASCS S | FAIL Check type anribute should be set liictaricas Nigw
o Oracle recommeandation
Taie ALI'DS[FGJLLD_Ci!
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Figure 3-20 Remove Findings from Report

» Show Checl Ids

« Remove finding from report

= Printable View

T A i, o .ﬂ*" e sl o

A button with an X appears next to each finding.

Click X to hide the finding. This does not remove the finding from the source of the HTML
report it simply hides it. If the HTML report is reloaded the finding will appear again.

To permanently hide the finding use your browser’s Save Page option to save the report once
the finding is hidden.

Figure 3-21 Remove Findings from Report

Database Server

Status Type Message Status On  |Details i

0L
K [FAIL Parameter
—= Check

500
X [FAIL Paramerar
B Check

ASM parameter SGA_TARGET is NOT set according 1o

All Instances | View
recommended value. i

Database parameter DB_FILES should be sex to recommended

waluz. All Instances | View

ILOM Power Up Configuration for HOST_LAST_POWER_STATE

All Databas

—

If there are findings that you never want to see in the report, then they can be excluded
altogether so the checks are never run in the first place.

Related Topics

*  Running Subsets of Checks
Run a subset of compliance checks where necessary.

3.1.5.4 Tagging Reports

ORACLE"

The compliance check HTML report is typically named:
orachk hostname database date timestamp.html or
exachk hostname database date timestamp.html.

You can include other tags in the HTML report name to facilitate differentiation and
identification.

3-67



Chapter 3
Compliance Checking with Oracle Orachk and Oracle Exachk

Include a custom tag in the HTML report name as follows:

$ orachk -tag tag name

$ exachk -tag tag name

The resulting HTML report name is similar to the following:

orachk host name database date timestamp tag name.html

exachk host name database date timestamp tag name.html

3.1.5.5 Tracking File Attribute Changes and Comparing Snapshots

Use the Oracle Orachk and Oracle Exachk -fileattr option and command flags to record and
track file attribute settings, and compare snapshots.

Changes to the attributes of files such as owner, group, or permissions can cause unexpected
consequences. Proactively monitor and mitigate the issues before your business gets
impacted.

Using the File Attribute Check With the Daemon
You must have Oracle Grid Infrastructure installed and running before you use -fileattr.

Taking File Attribute Snapshots
By default, Oracle Grid Infrastructure homes and all the installed Oracle Database homes
are included in the snapshots.

Including Directories to Check
Include directories in the file attribute changes check.

Excluding Directories from Checks
Exclude directories from file attribute changes checks.

Rechecking Changes
Compare the new snapshot with the previous one to track changes.

Designating a Snapshot As a Baseline
Designate a snapshot as a baseline to compare with other snapshots.

Restricting System Checks
Restrict Oracle Orachk and Oracle Exachk to perform only file attribute changes checks.

Removing Snapshots
Remove the snapshots diligently.

3.1.5.5.1 Using the File Attribute Check With the Daemon

You must have Oracle Grid Infrastructure installed and running before you use -fileattr.

To use file attribute check with the daemon:

1.

ORACLE

Start the daemon.

orachk -d start
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2. Start the client run with the -fileattr options.

orachk -fileattr start -includedir "/root/myapp,/etc/oratab" -
excludediscovery

orachk -fileattr check -includedir "/root/myapp,/etc/oratab" -
excludediscovery

3. Specify the output directory to store snapshots with the -output option.
orachk -fileattr start -output "/tmp/mysnapshots”
4. Specify a descriptive name for the snapshot with the -tag option to identify your
shapshots.
For example:
orachk -fileattr start -tag "BeforeXYZChange"

Generated snapshot directory-
orachk myserver65 20160329 052056 BeforeXYZChange

3.1.5.5.2 Taking File Attribute Snapshots

By default, Oracle Grid Infrastructure homes and all the installed Oracle Database homes are
included in the snapshots.

To take file attribute shapshots:

To start the first snapshot, run the -fileattr start command.

orachk -fileattr start

exachk -fileattr start

Example 3-4 orachk -fileattr start

orachk -fileattr start

CRS stack is running and CRS HOME is not set. Do you want to set CRS HOME
to /u0l/app/11.2.0.4/grid?[y/n] [y]

Checking ssh user equivalency settings on all nodes in cluster

Node mysrv22 is configured for ssh user equivalency for oradb user

Node mysrv23 is configured for ssh user equivalency for oradb user

List of directories(recursive) for checking file attributes:
/u01/app/oradb/product/11.2.0/dbhome 11202
/u01/app/oradb/product/11.2.0/dbhome 11203
/u01/app/oradb/product/11.2.0/dbhome 11204

orachk has taken snapshot of file attributes for above directories at: /
orahome/oradb/orachk/orachk mysrv2l 20160504 041214
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3.1.5.5.3 Including Directories to Check

Include directories in the file attribute changes check.

To include directories to check:
Run the file attribute changes check command with the -includedir directories option.
Where, directories is a comma-delimited list of directories to include in the check.

For example:

orachk -fileattr start -includedir "/home/oradb, /etc/oratab"

exachk -fileattr start -includedir "/home/oradb, /etc/oratab"

Example 3-5 orachk -fileattr start -includedir

orachk -fileattr start -includedir "/root/myapp/config/"

CRS stack is running and CRS HOME is not set. Do you want to set CRS HOME
to /ul0l/app/12.2.0/grid?[y/n] [y]

Checking for prompts on myserverl8 for oragrid user...

Checking ssh user equivalency settings on all nodes in cluster

Node myserverl7 is confiqgured for ssh user equivalency for root user

List of directories(recursive) for checking file attributes:
/u0l/app/12.2.0/grid

/u01l/app/oradb/product/12.2.0/dbhome 1
/u0l/app/oradb2/product/12.2.0/dbhome 1

/root/myapp/config/

orachk has taken snapshot of file attributes for above directories at: /root/
orachk/orachk myserverl8 20160511 032034

3.1.5.5.4 Excluding Directories from Checks

ORACLE

Exclude directories from file attribute changes checks.

To exclude directories from checks:

Run the file attribute changes check command to exclude directories that you do not list in the
-includedir discover list by using the -excludediscovery option.

Example 3-6 orachk -fileattr start -includedir -excludediscovery

orachk -fileattr start -includedir "/root/myapp/config/" -excludediscovery
CRS stack is running and CRS HOME is not set. Do you want to set CRS HOME

to /ull/app/12.2.0/grid?[y/n] [y]

Checking for prompts on myserverl8 for oragrid user...

Checking ssh user equivalency settings on all nodes in cluster

Node myserverl7 is configured for ssh user equivalency for root user

List of directories(recursive) for checking file attributes:
/root/myapp/config/

orachk has taken snapshot of file attributes for above directories at: /root/
orachk/orachk myserverl8 20160511 032209
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3.1.5.5.5 Rechecking Changes

Compare the new snapshot with the previous one to track changes.

To recheck changes:

Run the file attribute changes check command with the check option to take a new snapshot,
and run a normal health check collection.

The -fileattr check command compares the new snapshot with the previous snapshot.

For example:

orachk -fileattr check

exachk -fileattr check

< Note:

To obtain an accurate comparison between the snapshots, you must use -fileattr
check with the same options that you used with the previous snapshot collection that
you obtained with -fileattr start.

For example, if you obtained your first snapshot by using the options -includedir "/
somedir" -excludediscovery whenyouran -fileattr start, then you must
include the same options with -fileattr check to obtain an accurate comparison.

Example 3-7 orachk -fileattr check -includedir -excludediscovery

orachk -fileattr check -includedir "/root/myapp/config" -excludediscovery
CRS stack is running and CRS HOME is not set. Do you want to set CRS HOME
to /ull/app/12.2.0/grid?[y/n] [y]

Checking for prompts on myserverl8 for oragrid user...

Checking ssh user equivalency settings on all nodes in cluster

Node myserverl7 is configured for ssh user equivalency for root user

List of directories(recursive) for checking file attributes:
/root/myapp/config

Checking file attribute changes...

"/root/myapp/config/myappconfig.xml" is different:
Baseline : 0644 oracle root /root/myapp/config/myappconfig.xml
Current : 0644 root root /root/myapp/config/myappconfig.xml

Results of the file attribute changes are reflected in the File Attribute Changes section of the
HTML output report.
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3.1.5.5.6 Designating a Snapshot As a Baseline

Designate a snapshot as a baseline to compare with other snapshots.

To designate a snapshot as a baseline:
Run the file attribute changes check command with the -baseline path to snapshot option.

The -baseline path to snapshot command compares a specific baseline snapshot with
other snapshots, if you have multiple different baselines to check.

orachk -fileattr check -baseline path to snapshot
exachk -fileattr check -baseline path to snapshot

Example 3-8 orachk -fileattr check

orachk -fileattr check -baseline "/tmp/Snapshot"

3.1.5.5.7 Restricting System Checks

Restrict Oracle Orachk and Oracle Exachk to perform only file attribute changes checks.

By default, -fileattr check also performs a full health check run.

To restrict system checks:

Run the file attribute changes check command with the -fileattronly option.

orachk -fileattr check -fileattronly

exachk -fileattr check -fileattronly

3.1.5.5.8 Removing Snapshots

ORACLE

Remove the snapshots diligently.

To remove snapshots:

Run the file attribute changes check command with the remove option:

orachk -fileattr remove

exachk -fileattr remove

Example 3-9 orachk -fileattr remove

orachk -fileattr remove
CRS stack is running and CRS HOME is not set. Do you want to set CRS HOME
to /ull/app/12.2.0/grid?[y/n]lyly
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Checking for prompts on myserverl8 for oragrid user...
Checking ssh user equivalency settings on all nodes in cluster
Node myserverl7 is configured for ssh user equivalency for root user

List of directories(recursive) for checking file attributes:
/u0l/app/12.2.0/grid

/u01/app/oradb/product/12.2.0/dbhome 1
/u01/app/oradb2/product/12.2.0/dbhome 1

Removing file attribute related files...

3.1.5.6 Comparing Two Reports

Oracle Autonomous Health Framework automatically compare the two most recent HTML
reports and generate a third diff report, when run in automated daemon mode.

To generate a diff HTML report, use the -diff option:

$ orachk -diff report 1 report 2

$ exachk -diff report 1 report 2

where, report 1 and report 2 are the path and name of any of the following:

e HTML reports

e Qutput directories

e Output zip files

The diff output lists a summary of changes found and the location of the new diff HTML report.

Sexachk -diff exachk myhost07 scaol007 040716 090013.zip
exachk myhost(07 scaol007 040716 100019.zip

Summary

Total : 278
Missing : O
New : 0
Changed : 3
Same : 275

Check comparison is complete. The comparison report can be viewed in: /opt/
oracle.SupportTools/exachk/exachk 040716090013 040716100019 diff.html

The diff HTML report shows a summary of both compared reports.
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Figure 3-22 Health Check Baseline Comparison Report

Exadata Health Check Baseline Comparison Report

Exadata Health Check Baseline Comparison summary

Report 1

exachk_myhost07 _scaoll07 _040716_090013

Coliection Date

0F-Apr-2016 09:00:41

exachk Wersion

12.1.0.2.6_20160317

System Health Score

system health score is 86 out of 200

Executed by

root

Repaort 2

exachk_myhost07 _scacl007_040716_100019

Collection Date

07-Apr-2016 10:00:48

exachk Version

12.1:0.2.6_20160317

System Health Score

system health score is 86 out of 100

Executed by

roor

Total Checks Reported | 27B

Differences between

Report 1 and Report 2 i
Unique findings 0
in Report 1

Unique findings 0
in Report 2

Common Findings 275

in Both Reports

The Table of Contents provides quick access to the major sections in the report. You can also
access various check Ids listed in the Show Check lds section.

Figure 3-23 Table of Contents

Table of Contents

« Differences between Report 1 (exachk DB21UNQ 11292

1438NM7

« Common Findings in Both Reports
« Configurations Comparison summary

1) and Report 2 (exachk

24adm01

12 11292

412 1444NM701A)

The Differences between Report 1 and Report 2 section shows what checks have different

results.
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Figure 3-24 Difference Between Reports

Differences between Repart 1 (exachk_myhost07_scaal007_040716_090013) and Report 2
(exachk_myhost07_scacl007_040716_100019)
Status On Report 1 Status On Report 2
heck N
Troe S eme Stalus Status On Status) Status On
- - - itch8-1b0 1, acompamy.com,
< Verify average ping times | pass swte e IRETTY S
Switch | 1o DNS nameserver [1B switch10-iba0, switch10-ibs0 | pace | Ajl InfiniBand Switches
Switch] WARNING | switch10-ibb0, switchd—ib01
Storage
Exadata storage server
Server system model number FAIL storel3 PASS | All Storage Servers
Check
Storage | £onCY ratian for
?hr:fkr: HOST LAST POWER STATE PASS All Storage Servers FAIL |storeld
on slorage server

The Unique findings section shows any check findings that were unique to either of the

reports

Figure 3-25 Unique Findings

Unique finding.': in Report 1 (exachk_myhost07_scaol1007_040716_090013)

Type

Check Name

Status On Report 1

Status ]

Status On

Top

Unique findings in Report 2 (exachk_myhost07_scaol007_040716_100019)

Type

Check Mame

Status On Report 2

Status |

Status On

T e

The Common Findings in Both Reports section shows all the check results that had the
same results in both the reports.

ORACLE
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Common Findings in Both Reports

Common Findings in Both Reports
Status On Both Report
T Check N
ype ek Name Status Status On
Exadata Storage Server rolling cell patching minimum EDEMS
05 Check software requirement PASS All Database Servers
05 Check Cl shell hmits hard stack PASS &1l Database Servers
05 Check Verify Hidden Database Initialization Parameter Usage FAIL All Darabase Servers
Cluster Wide | Verify database server and storage servers and synchromized
Check with NTP server FASS Cluster Wide
08 Check Verify Database Sarver Disk Controller Configuration FAIL All Darabase Servers
05 Check cluster_interconnects PASS All Database Servers
Storags Check alerthistory for nop—tesg opep stat alarts [Stgrage

The Configurations Comparison section contains comparison for various system
configurations. Each sub-section under Configurations Comparison contains the differences,
common configs and unique configs from each collection.

Configurations Comparison Summary

in Collection 2 (exachk_scas07adm03_CDB21UNQ_112923_033755_1438NM7001)

Collection 1 exachk_scas24adm01_db12_112923_033412_1444NM701A
Collection 2 exachk_scas07adm03_CDB21UNQ_112923_033755_1438NM7001
Total Configuration Compared 11

Differences between 11

Collection 1 and Collection 2

Unique configs o

in Collection 1 (exachk_scas24adm01_db12_112923_033412_1444NM701A)

Unique configs 0

Common configs
in Both Collections

Configurations Comparison Table Of Contents

+ Database Configuration
atabase Server Configuration

« Storage Server Configuration

« Infiniband Switch Configuration

P

« Infrastructure Software Configuration

Common configs in Both

Parameter Name

[
(exachk_scas24adm01 db12_112923 033412_1444NM701A)

audit_file_dest

(exachk_scas07adm03_CDB21UNQ_112923_033755_1438NM7001)

/u01/app/oral9/product/19.0.0.0/dbhome_1/rdbms/audit

/u01/app/oracle/product/19.0.0.0/dbhome_1/rdbms /audit

background_dump_dest

/u01/app/oral9/product/19.0.0.0/dbhome_1/rdbms/log

/u01/app/oracle/product/19.0.0.0/dbhome_1/rdbms/log

control_files

+DATAC1/CDB19/CONTROLFILE/current.353.1142598641

+DATAC1/CDB19/CONTROLFILE/current.285.1139579357

core_dump_dest

/u01/app/oral9/diag/rdbms/cdb19/cdb192/cdump

/u01/app/oracle/diag/rdbms/cdb19/CDB192/cdump

dg_broker_config_filel

/u01/app/oral9/product/19.0.0.0/dbhome_1/dbs/drlcdb19.dat | /u01/app/oracle/product/19.0.0.0/dbhome_1/dbs/dr1CDB19.dat

dg_broker_config_file2

/u01/app/oral9/product/19.0.0.0/dbhome_1/dbs/dr2cdb19.dat | /u01/app/oracle/product/19.0.0.0/dbhome_1/dbs/dr2CDB19.dat

user_dump_dest

/u01/app/oral9/product/19.0.0.0/dbhome_1/rdbms/log

/u01/app/oracle/product/19.0.0.0/dbhome_1/rdbms /log

Parameter Name

Value

DBFIPS_140 FALSE
_appqos_cdb_setting 3
_assm_segment_repair_bg FALSE
_ipddb_enable TRUE
_parallel_adaptive_max_users 2
active_instance_count

adg_account_info_tracking LOCAL
adg_redirect_dml FALSE
allow_global_dblinks FALSE
allow_group_access_to_sga FALSE
allow_rowid_column_type FALSE
approx_for_aggregation FALSE
approx_for_count_distinct FALSE
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3.1.5.7 Merging Reports

Merging reports is useful in role-separated environments where different users are run different
subsets of checks and then you want to view everything as a whole.

To merge reports use the -merge option, followed by a comma-delimited list of directories or zip
files:

orachk -merge
orachk myhost mydb 041916 033322 dba,orachk myhost mydb 041916 035448 sysadmin

exachk -merge
exachk myhost mydb 041916 033322 dba,exachk myhost mydb 041916 035448 sysadmin

The resulting merged HTML report summary will show the collections it was merged from.

Figure 3-27 Merged Report Summary

telcwnel Jhanicille ¥

Cluster Name rws12700690072

Selected
Profiles

Executed by | oracle

dba

orachk_myhost_mydb_041916_033322_dba & &
Arguments dﬂ:]ﬁle dba -tag

Collection 19-Apr-2016
Date 03:34:14

Merged i 3

i electa

Collections <nr g sysadmin

E:e:uted P
orachk_myhost_mydb_041916_035448_sysadmin
-profile sysadmin -

Arguments tag sysadmin
Collection | 19-Apr=-2016
Date 03:55:37

05/Kernel Version | LINUX X86-64 OELRHEL & 3.8.13-26.2.1 elbuek.x86_64

CRS Home -
Version

Jscratchifapp/11.2.0.4/grid = 11.2.0.4.0

DB Home -

Versicn = Naumes Jscratchfapp/foracle/product/11.2.0/dbhome_11204 - 11.2.0.40 -3

EM Agent Home /oem/app/oracle/product/emagent/core/12.1.0.4.0

Mumber of nodes | 3

Database 3
Servers
orachk Version 12.1.0.2.7(DEV). 20160328
Collection arachk_myhost_mydb_041916_033322.21p

Merge Executed by | oracle

—merga

Argliment= orachk_myhost_mydb_041916_033322_dba,orachk_myhost_mydb_041916_035448_sysadmin
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The merged findings appear together.

Figure 3-28 Merged Report Findings

Database Server

Status Type Message Status On Details
FAIL 0S5 Check | Sefos is running on an Ethernet Switch All Database Servers | View
SaL Table AUDS[FCA_LOGCE] should use Automatic Segment 2
FAIL Check Space Management for mydb All Databases View
ip_lecal_port_range is NOT configured according to . = ot
WARNING | O5 Check nEE R e rws1270071 Wiew
WARNING | 05 Check | vmumin_free_kbytes should be set as recommended. All Database Servers | View
SN T Wy ——— T - —— re—

# Note:

For Oracle Exachk, use the -force option to force merge collections from dom0 and
domu, Or global and local zones.

3.1.5.8 Maintaining Temporary Files and Directories

ORACLE"

Oracle Orachk and Oracle Exachk create a number of temporary files and directories while
running compliance checks.

Oracle Orachk and Oracle Exachk create an output directory that contains various files for you
to examine. The total size of the output directory and .zip file is under 5 MB. However, the size
depends on the number of Oracle stack components evaluated.

If you are running compliance checks in automated daemon mode, then set the
collection retention duration to purge old collections.

If you are running compliance checks on-demand or in silent mode, then it is your responsibility
to implement processes and procedures to purge result output.

e Reducing the Accumulated Data Files
Use the Oracle ORAchk and Oracle EXAchk options discussed in this section to reduce
accumulated data files.

Related Topics

e Running Compliance Checks Automatically
Oracle recommends that you use the daemon process to schedule recurring compliance
checks at regular intervals.

e Running Compliance Checks On-Demand
Usually, compliance checks run at scheduled intervals. However, Oracle recommends that
you run compliance checks on-demand when needed.

e Running Compliance Checks in Silent Mode

Run compliance checks automatically by scheduling them with the Automated Daemon
Mode operation.
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e Temporary Files and Directories
While running compliance checks, Oracle Orachk and Oracle Exachk create temporary
directories and files for the purposes of data collection and assessment, and then delete
them upon completion of compliance check runs.

e Output Files and Directories
Oracle Orachk and Oracle Exachk create an output directory that contains various files for
you to examine.

3.1.5.8.1 Reducing the Accumulated Data Files

Use the Oracle ORAchk and Oracle EXAchk options discussed in this section to reduce
accumulated data files.

There are three options available:
* Using the RAT PURGE_SIZE environment variable without the daemon
* Using the daemon option COLLECTION RETENTION

*  Manual reduction

# Note:

Uploading to an Oracle Health Check Collections Manager repository or the tfa web
does not perform any accumulated data file reduction.

e Using the RAT_PURGE_SIZE Environment Variable Without the Daemon
e Using the Daemon Option COLLECTION_RETENTION

* Manually Reducing the Accumulated Data Files

3.1.5.8.1.1 Using the RAT_PURGE_SIZE Environment Variable Without the Daemon

ORACLE

Syntax

export RAT PURGE SIZE=size in MB

For example:

export RAT PURGE SIZE=2048

When this environment variable is set, the files in the working directory from which Oracle
ORAchk or Oracle EXAchk was launched are reduced after the current Oracle ORAchk or
Oracle EXAchk run completes based on two conditions:

e The total size of the working directory from which Oracle ORAchk or Oracle EXAchk run
was launched exceeds the configured threshhold.

e There are files in the working directory that are more than 24 hours old from the time of the
current Oracle ORAchk or Oracle EXAchk run.

Oracle ORAchk or Oracle EXAchk removes the date-and-timestamp subdirectories and the
corresponding * . zip files that meet the above conditions.
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For example without the * . z1ip files for brevity:

du -hs .
1.6G

[root@randomclient02 autopurgel# ls -1 | egrep “d | egrep exachk
drwxr-x--- 9 root root 282624 Mar 26 09:

exachk randomclient02 PDB1 032619 090342

drwxr-x--- 9 root root 278528 Mar 26 10:

exachk randomclient02 PDB1 032619 095101

drwxr-x--- 9 root root 270336 Mar 26 11:

exachk randomclient02 PDB1 032619 103421

drwxr-x--- 9 root root 282624 Mar 26 15:

exachk randomclient02 PDB1 032619 141952

drwxr-x--- 9 root root 294912 Mar 26 15:

exachk randomclient02 PDB1 032619 150534

drwxr-x--- 9 root root 286720 Mar 27 08:

exachk randomclient02 PDB1 032719 071614

export RAT PURGE SIZE=1024
exachk

After the run completes:

[root@randomclient02 autopurgel# du -hs .
1.5G

[root@randomclient02 autopurgel# ls -1 | egrep ~d | egrep exachk
drwxr-x--- 9 root root 270336 Mar 26 11:

exachk randomclient02 PDB1 032619 103421

drwxr-x--- 9 root root 290816 Mar 26 11:

exachk randomclient02 PDB1 032619 111713

drwxr-x--- 9 root root 294912 Mar 26 15:

exachk randomclient02 PDB1 032619 150534

drwxr-x--- 9 root root 286720 Mar 27 08:

exachk randomclient02 PDB1 032719 071614

drwxr-x--- 9 root root 282624 Mar 27 10:

exachk randomclient02 PDB1 032719 094859

Two runs were purged, but the size did not reduce to 1 GB:

drwxr-x--- 9 root root 282624 Mar 26 09:46

exachk randomclient02 PDB1 032619 090342

drwxr-x--- 9 root root 278528 Mar 26 10:

exachk randomclient02 PDB1 032619 095101

46

33

16

03

48

00

16

59

48

00

36

33
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# Note:

The reduction process did not reduce the total directory size to 1 GB in this example
because there were not enough files in the working directory that were at least 24
hours earlier than the current Oracle ORAchk or Oracle EXAchk execution. If there
are enough earlier files available, then the reduction comes close to the target size,
depending upon the exact file sizes of the file set eligible for reduction.

3.1.5.8.1.2 Using the Daemon Option COLLECTION_RETENTION

ORACLE

This daemon option operates only upon the dates of the files eligible for reduction. Once set,
any files older then the chosen target date are removed at the end of Oracle ORAchk or Oracle
EXAchk run by the daemon.

# Note:

Specify the COLLECTION RETENTION in days.

For example, set the daemon to run the -profile switch every hour, retain files for 1 day.

exachk -id fname -set "AUTORUN SCHEDULE=* * * *;\
NOTIFICATION EMAIL=fname.lname@somewhere.com;\
COLLECTION_RETENTION=1;\

AUTORUN FLAGS=-profile switch"

exachk -id fname -get all

ID: exachk.testuser

AUTORUN FLAGS = -profile switch

NOTIFICATION EMAIL = fname.lname@somewhere.com
COLLECTION RETENTION = 1

AUTORUN SCHEDULE = Xk kK

After letting the daemon run for more than a day, it can be seen the fileset has stabilized
around one day's worth of hourly runs.

[root@randomclient02 retention]# ls -ltr | egrep “d | egrep exachk
drwxr-x--- 8 root root 20480 Mar 27 15:03
exachk randomclient02 032719 150039

drwxr-x--- 8 root root 20480 Mar 28 04:03

exachk randomclient02 032819 040026
drwxr-x--- 8 root root 20480 Mar 28 15:03

exachk randomclient02 032819 150022
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drwxr-x--- 8 root root 20480 Mar 28 16:03
exachk randomclient02 032819 160022

# Note:

The actual file reduction varies a bit depending upon the exact timestamps of the file
set eligible for reduction and the timestamp of the current Oracle ORAchk or Oracle
EXAchk run that is being executed by the daemon.

3.1.5.8.1.3 Manually Reducing the Accumulated Data Files

ORACLE

Run the following steps independently of any Oracle ORAchk or Orace EXAchk execution.

1.
2

Remove the orginal exachk. zip file after it has been unzipped, about 250 MB.

Remove any debug logs that may exist after they have been uploaded to an SR or a Bug.

-bash-4.1# du -hc *debug*

18M exachk debug 120418 195653.log
19M exachk debug 120418 201543.log
24M exachk debug 120418 202357.log
24M exachk debug 120418 205003.1log
22M exachk debug 120418 211816.log

105M total

Remove the date timestamp directories and zip file pairs generated by Oracle EXAchk
runs after they have served their usefulness.

For example:

drwxr-x--- 9 root root 4.0K Dec 4 20:39 exachk randomadmOl 120418 202357
-r--r----- 1 root root 7.0M Dec 4 20:39
exachk randomadm0l 120418 202357.zip

drwxr-x--- 9 root root 4.0K Dec 4 20:04
exachk randomclient0l 120418 195653

-r--r----- 1 root root 6.4M Dec 4 20:04
exachk randomclient0Ol 120418 195653.zip
drwxr-x--- 9 root root 4.0K Dec 4 20:23
exachk randomclient0l 120418 201543

-r--r----- 1 root root 6.4M Dec 4 20:23
exachk randomclient0Ol 120418 201543.zip
drwxr-x--- 8 root root 4.0K Nov 29 20:29
exachk randomclient0Ol PDB1 112918 202702
-r--r----- 1 root root 47K Nov 29 20:28
exachk randomclientOl PDB1 112918 202702.zip
drwxr-x--- 9 root root 4.0K Dec 4 22:48
exachk randomclientOl singllg 120418 224719
-r--r----- 1 root root 113K Dec 4 22:48
exachk randomclientOl singllg 120418 224719.zip

Remove any * error.log after it has been uploaded to an SR or a bug.

-rw-r--r-- 1 root root 4.4K Nov 27 22:51 exachk112718 223504 error.log
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5. if you have manually created backups, then remove the backups when they have served
their purpose.

For example:

/opt/oracle.SupportTools/exachk/back up exachk 111618 184655/build

3.1.5.9 Consuming Multiple Results in Other Tools

Optionally integrate compliance check results into various other tools.
For more information, see Integrating Compliance Check Results with Other Tools.

Related Topics

* Integrating Compliance Check Results with Other Tools
Integrate Oracle Orachk and Oracle Exachk compliance check results into Oracle
Enterprise Manager and other third-party tools.

3.1.6 Running Subsets of Checks

ORACLE

Run a subset of compliance checks where necessary.

These subsets can be a logical grouping determined by Oracle Autonomous Health
Framework based on what the check is about.

You can also determine the subsets at an individual check level where you want to exclude or
run only specific checks.

* Upgrade Readiness Mode (Oracle Clusterware and Oracle Database Upgrade Checks)
You can use Upgrade Readiness Mode to obtain an Upgrade Readiness Assessment.

*  Running Checks on Subsets of the Oracle Stack
Run checks on subsets of Oracle stack such as, database, cell, switch, and so on.

* Using Profiles with Oracle Autonomous Health Framework
Profiles are logical groupings of related checks. These related checks are grouped by a
particular role, a task, or a technology.

e Excluding Individual Checks
Excluding checks is recommended in situations where you have reviewed all check output
and determined a particular check is not relevant for some particular business reason.

*  Running Individual Checks
There are times when you may want to run only specific checks.

*  Finding Which Checks Require Privileged Users
Use the Privileged User filter in the Health Check Catalogs to find health checks that must
be run by privileged users, such as root.

e Option to Run Only the Failed Checks
Option that enables Oracle Orachk and Oracle Exachk to run only the failed checks.

Related Topics

* Running Compliance Checks Automatically
Oracle recommends that you use the daemon process to schedule recurring compliance
checks at regular intervals.

*  Running Compliance Checks On-Demand
Usually, compliance checks run at scheduled intervals. However, Oracle recommends that
you run compliance checks on-demand when needed.
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3.1.6.1 Upgrade Readiness Mode (Oracle Clusterware and Oracle Database Upgrade

Checks)

You can use Upgrade Readiness Mode to obtain an Upgrade Readiness Assessment.

Upgrade Readiness Mode helps you plan the upgrade process for Oracle Cluster and Oracle
RAC Database by automating many of the manual pre-checks and post-checks listed in the
upgrade documentation.

There are two Upgrade Readiness modes:

* Pre-upgrade check: Run this check during the planning phase of the upgrade process.
Running this check helps you ensure that you have enough time to correct potential issues
before the upgrade.

* Post-upgrade check: Run this check after the upgrade to help you ensure the health of
Oracle Grid Infrastructure and Oracle Database upgrades.

The Upgrade Readiness report provides the following information:

e The target Clusterware and database versions. The report can only provide information for
releases later than 11.2.0.3.

e In pre-upgrade mode, the tool automatically detects all databases that are registered with
Oracle Clusterware. It displays a list of these databases on which you can perform pre-
upgrade checks.

e In post-upgrade mode, the tool detects all databases registered with Oracle Clusterware. It
displays a list of databases on which you can perform post-upgrade checks. If you select
any release 11.2.0.3 or earlier releases, then the tool does not perform post-upgrade
checks on these databases.

« In both the modes, the tool checks the Oracle Clusterware stack and the operating system.

After the tool completes running, you are referred to the report. The report contains the
upgrade readiness report and links where you can obtain additional information.

e Oracle Clusterware and Oracle Database Pre-Upgrade Checks
During your pre-upgrade planning phase, run Oracle Autonomous Health Framework in
pre-upgrade mode as the Oracle Database owner or as root.

*  Oracle Clusterware and Oracle Database Post-Upgrade Checks
After performing the upgrade, you can run in post-upgrade mode as the Oracle Database
software owner or root to see further recommendations.

3.1.6.1.1 Oracle Clusterware and Oracle Database Pre-Upgrade Checks

ORACLE

During your pre-upgrade planning phase, run Oracle Autonomous Health Framework in pre-
upgrade mode as the Oracle Database owner or as root.

To start pre-upgrade checking, use the —-preupgrade option:

$ orachk -preupgrade

$ exachk -preupgrade

The tool prompts you to specify the version that you are planning to upgrade to, and then runs
all of the applicable checks for that specific version.
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Output is similar to a standard HTML report output. However, the report shows checks that are
relevant to upgrading Oracle Clusterware and Oracle Database to the version that you have
specified.

3.1.6.1.2 Oracle Clusterware and Oracle Database Post-Upgrade Checks

After performing the upgrade, you can run in post-upgrade mode as the Oracle Database
software owner or root to see further recommendations.

To start post-upgrade checks, use the -postupgrade option:

$ orachk -postupgrade

$ exachk -postupgrade

Output is similar to a standard but shows only the checks that are relevant after upgrading the
Clusterware and database.

Related Topics
HTML Report Output

3.1.6.2 Running Checks on Subsets of the Oracle Stack

Run checks on subsets of Oracle stack such as, database, cell, switch, and so on.

* Running Database Checks
During Oracle Autonomous Health Framework system checks, all Oracle Database logins
are performed by using local connections.

*  Running Cell Checks
Limit the scope of compliance checks to a subset of storage servers by using the -cell
cell option.

*  Running Switch Checks
Limit the scope of compliance checks to a subset of switches by using the -ibswitches
switch option.

e Running Checks on Other Elements of the Oracle Stack
The compliance checks are available for large parts of the Oracle software and hardware
stack. The compliance check coverage is expanding with each new release.

e Oracle Autonomous Health Framework Support for Oracle Grid Infrastructure with no
Oracle Database
Oracle Autonomous Health Framework supports Oracle Grid Infrastructure stand-alone
checks where no database is installed.

3.1.6.2.1 Running Database Checks

ORACLE

During Oracle Autonomous Health Framework system checks, all Oracle Database logins are
performed by using local connections.

The user running the tool must have operating system authenticated system privileges in the
databases where you are running the tool.

Oracle software is installed by using an Oracle software installation owner, which is commonly
referred to in Oracle documentation as the Oracle user. Your system can contain multiple
Oracle Database homes all owned by the same Oracle user, for example, oracle. Your system
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can also contain multiple database homes owned by different Oracle users, for example,
oraclel, oracle2, oracle3. If you have multiple Oracle Database homes configured, and
these homes are owned by different Oracle users, then you must either run the tool as root
user, or you must log in as the Oracle user for each Oracle database that you want to check.
Use that Oracle user to run the tool on the Oracle Database instance on which the user is the
software installation owner.

By default, Oracle Autonomous Health Framework presents a list of running databases that are
registered with Oracle Grid Infrastructure. You can run the tools on one database, run the tools
on all databases, or run the tool with a comma-delimited list of numbers that designate the
databases listed. When you check multiple nodes running on the cluster, you do not need to
stage the tool on the other nodes in the cluster to check the database instances running on
those nodes.

1. To prevent prompting for which database to run against and check all databases, use the -
dball option.

$ orachk -dball

$ exachk -dball

2. To prevent prompting and skip all database checks, use the -dbnone option.

$ orachk -dbnone

$ exachk -dbnone

3. To run checks against a subset of databases, use the -dbnames database name option.

You can check multiple database instances by listing them in a comma-delimited list.

$ orachk -dbnames dbl, db2, db3

$ exachk -dbnames dbl, db2, db3

By default, Oracle Autonomous Health Framework runs checks on all database nodes in
the cluster.

4. To run checks against a subset of PDBs, use the -pdbnames pdb name option.

You can check multiple PDBs by listing them in a comma-delimited list.

$ orachk -pdbnames pdbl, pdb2, pdb3

$ exachk -pdbnames pdbl, pdb2, pdb3

By default, Oracle Autonomous Health Framework runs checks on all PDBs in the cluster.

5. To run checks against a subset of cluster nodes, use the -clusternodes node option.
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You can check multiple cluster nodes by listing them in a comma-delimited list.

$ orachk -clusternodes nodel, node2, node3

$ exachk -clusternodes nodel, node2, node3
To run checks against the local node, use the -1ocalonly option.

$ orachk -localonly

$ exachk -localonly

3.1.6.2.2 Running Cell Checks

Limit the scope of compliance checks to a subset of storage servers by using the -cell cell
option.

To limit the scope to one cell, use the -cell option.

orachk -cell

exachk -cell
To limit the check to a set of cells, use a comma-delimited list of cells.

$ orachk -cell celll,cell2,cell3

$ exachk -cell celll,cell2,cell3

3.1.6.2.3 Running Switch Checks

Limit the scope of compliance checks to a subset of switches by using the -ibswitches
switch option.

ORACLE

1.

2

To limit the scope to one switch, use the -ibswitches option.

$ orachk -ibswitches

$ exachk -ibswitches
To limit the check to a set of switches, use a comma-delimited list of switches.

$ orachk -ibswitches switchl, switch2

$ exachk -ibswitches switchl, switch2
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3.1.6.2.4 Running Checks on Other Elements of the Oracle Stack

The compliance checks are available for large parts of the Oracle software and hardware
stack. The compliance check coverage is expanding with each new release.

The compliance checks are organized into logical groupings, which are called profiles. You can
run subsets of checks for different areas of the Oracle stack by the applicable profile.

Refer to the Using Profiles section for a list of available profiles.

3.1.6.2.5 Oracle Autonomous Health Framework Support for Oracle Grid Infrastructure with no
Oracle Database

Oracle Autonomous Health Framework supports Oracle Grid Infrastructure stand-alone checks
where no database is installed.

To run Oracle Grid Infrastructure checks in an environment where Oracle Database is not
installed, use the option:

-nordbms

For example:

$ orachk -nordbms

$ exachk -nordbms

3.1.6.3 Using Profiles with Oracle Autonomous Health Framework

ORACLE

Profiles are logical groupings of related checks. These related checks are grouped by a
particular role, a task, or a technology.

The following table describes the profiles that you can use:

Table 3-5 List of Available Profiles for Oracle Autonomous Health Framework Checks

Profile Description
asm Oracle Automatic Storage Management checks.
exatierl Exadata only checks with a critical alert level.

These represent the top tier of problems with the most severe likely
impact. You must fix the problems marked as critical as soon as

possible.
patches Oracle patch checks.
bi middleware Oracle Business Intelligence checks.
clusterware Oracle Clusterware checks.
compute node Compute Node checks (Oracle Exalogic only).
control VM Checks only for Oracle Virtual Machine Control VM (ecl-vm, ovmm,

db, pcl, pc2). No cross-node checks.
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Table 3-5 (Cont.) List of Available Profiles for Oracle Autonomous Health Framework

Checks
. ________________________________________________________________________________|
Profile Description
corroborate Oracle Exadata checks, which you must review to determine pass or
fail.
dba Database Administrator (DBA) Checks.
ebs Oracle E-Business Suite checks.

el extensive

Extensive EL checks.

el lite

Exalogic-Lite Checks(Oracle Exalogic Only).

el rackcompare

Data Collection for Exalogic Rack Comparison Tool (Oracle Exalogic
Only).

emagent Oracle Enterprise Manager Cloud Control agent checks.
emoms Oracle Enterprise Manager Cloud Control management server.
em Oracle Enterprise Manager Cloud Control checks.
goldengate Oracle GoldenGate checks.

hardware Hardware-specific checks for Oracle Engineered systems.
maa Maximum Availability Architecture Checks.

nimbula Nimbula checks for Oracle Exalogic.

oam Oracle Access Manager checks.

obiee OBIEE Checks (Oracle Exalytics Only)

oim Oracle Identity Manager checks.

oud Oracle Unified Directory server checks.

ovn Oracle Virtual Networking.

peoplesoft Peoplesoft best practices.

platinum Platinum certification checks.

preinstall Preinstallation checks.

prepatch Checks to complete before patching.

security Security checks.

siebel Siebel Checks.

solaris_cluster

Oracle Solaris Cluster Checks.

storage Oracle Storage Server Checks.

switch InfiniBand switch checks.

sysadmin System administrator checks.

timesten Oracle TimesTen checks (Oracle Exalytics Only).

user defined checks

Run user-defined checks from user defined checks.xml.

virtual infra

Oracle VM Server (OVS), Control VM, network time protocol (NTP),
and stale virtual network interface cards (VNICs) check (Oracle
Exalogic Only).

zfs

Oracle ZFS Storage Appliances checks (Oracle Exalogic Only).
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You can run the command with an inclusion list, so that it runs only the checks in particular
profiles. Run the command with the option -profile profile name. You can run multiple
profiles by running the command with a comma-delimited inclusion list. The inclusion list
contains only the profiles that you want to run.

$ orachk -profile dba,clusterware

$ exachk -profile dba,clusterware

The output of inclusion list profile checks is similar to the standard HTML Report Output format.
However, profile inclusion check reports show only output of checks that are in the specific
profiles that you specify in the check.

Excluding profiles

You can also run the command with exclusion list. Run the command with the option -
excludeprofile profile name. When you run the command with an exclusion list, all profile
checks are performed except for the checks in the profile that you list. You can list multiple
profiles to exclude by running the command with a comma-delimited exclusion list.

$ orachk -excludeprofile dba,clusterware,ebs

$ exachk -excludeprofile dba,clusterware,ebs

The output of exclusion list profile checks is similar to the standard HTML Report Output
format. However, profile exclusion check reports show only the checks that are not in the
profiles that you specify to exclude in the check.

Including profiles

Use -includeprofile to specify a comma-delimited list of profiles to add profile specific
checks to the existing checks list.

e ahfctl compliance -includeprofile profilel, profilel...
e orachk -includeprofile profilel, profilel...

e exachk -includeprofile profilel, profileZ...

# Note:
You cannot:
e use -includeprofile and -profile options together

e use -includeprofile and -excludeprofile options together

Use the -profile option to specify a comma-delimited list of profiles to run only the checks in
the specified profiles.

Use the -excludeprofile option to specify a comma-delimited list of profiles to exclude from
the compliance check run.
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Related Topics
e HTML Report Output

3.1.6.4 Excluding Individual Checks

ORACLE

Excluding checks is recommended in situations where you have reviewed all check output and
determined a particular check is not relevant for some particular business reason.

This allows the compliance check HTML report to be streamlined to show only the problems
you need to fix.

You can exclude checks in two different ways. Both the methods require you to find the check
IDs.

The first method is to use the -excludecheck check id option. To exclude multiple check IDs,
use the comma-delimited list of check IDs:

$ orachk -excludecheck
0829D67E8B1549AFE05312C0E50AD04F, CB95A1IBF5B1160ACE0431ECOE50AI2EE

$ exachk -excludecheck
0829D67E8B1549AFE05312C0E50AD04F, CB95A1IBF5B1160ACE0431ECOE50AI2EE

All excluded files are shown in the Excluded Checks section of the report.

Figure 3-29 Excluding Checks - Method |

Excluded Checks

Skipping CHECK ID: 9820DG67E2B15494FE®S31200ESEADG4F ( Ensure db_unique name is unique across the
enterprise [primary]) on myhost76 because its excluded

Skipping CHECK ID: CB9SA1EFSB1168ACE®431ECAESBALI2EE ( Verify AUDE and FGA_LOGE tables use Automatic
Segment Space Management) on myhost?0 because its excluded

. I — = - — - e Fm—— T e

The second method of excluding individual checks is as follows:

1. You must create a file called excluded check ids.txt and put all the check IDs that
you want to exclude in the file one check per line.

2. You must place the file in the following directory depending on your exachk version:

»  For version 23.5 and down: $AHF HOME/exachk/.
Run the exachk -showahfhome commaned to get AHF HOME.

* For version 23.6 and up: SEXACHK_DATA DIR/.
Run the exachk -showdatadir command to get EXACHK DATA DIR.

This will affect exachk being run manually or being called from another utility.

The excluded check ids.txt file remains in this directory. Each time the tool is run, all
applicable compliance checks are run except those specified in the file.

All excluded files are shown in the Excluded Checks section of the report.
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Figure 3-30 Excluded Checks

Excluded Checks

Skipping Ensure db_unigue name is unique across the enterprise [primary] (CHECK ID
A820DETERBISI0AFEASI12CBECAADAAF) on myhostT® because its in exclude file
foracleforachk/excluded check_ids.txt

Skipping Verify AUD§ and FGA_LOG$ tables use Automatic Segment Space Management (CHECK ID
CB9SA1BFSE1160ACER431ECRESOALZEE) on myhost7@ because its in exclude file
foracleforachk/excluded_check_ids.txt

—— o W - -~ W = - T - 0~ W —— W P W~ ey~ - %

3.1.6.5 Running Individual Checks

There are times when you may want to run only specific checks.
Running individual check can particularly be useful in situations such as:
e Quickly verify if a particular issue has been fixed

e Troubleshoot performance or run specific checks

* Develop and test user-defined checks

Find the check ids before you run individual checks.

1. To run only specific checks use the -check check id option.

2. To run multiple check ids, use the comma-delimited list of check ids:

$ orachk -check
0829D67E8B1549AFE05312C0E50AD04F, CB95A1BF5B1160ACE0431ECOE50AI2EE

$ exachk -check
0829D67E8B1549AFE05312C0E50AD04F, CB95A1BF5B1160ACE0431ECOE50AI2EE

Related Topics

* How to Find a Check ID
Each compliance check has a unique 32 character ID.

3.1.6.6 Finding Which Checks Require Privileged Users

ORACLE

Use the Privileged User filter in the Health Check Catalogs to find health checks that must be
run by privileged users, such as root.

Enable Javascript before you view the Health Check Catalogs.

To filter health checks by privileged users:

1. Go to My Oracle Support note 2550798.1.
2. Click the Health Check Catalog tab.
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Click Open Oracle Orachk Health Check Catalog to open or download the

ORAchk Health Check Catalog.html file.

Click the Privileged User drop-down list and then clear or select the check boxes

appropriately.

Figure 3-31 Oracle Orachk - Privileged User
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Figure 3-32 Oracle Exachk - Privileged User
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Related Topics

https://support.oracle.com/epmos/faces/DocumentDisplay?

cmd=show&type=NOT&id=2550798.1
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3.1.6.7 Option to Run Only the Failed Checks

Option that enables Oracle Orachk and Oracle Exachk to run only the failed checks.
To run only the checks that failed previously:

* Generate a compliance check report
*  Fix the issues identified
*  Generate another compliance check report verifying only the issues that failed before

Use the failed checks option by passing in the HTML report, zip, or directory.

-failedchecks previous result

3.1.7 Understanding Oracle Exachk specifics for Oracle Exadata and Zero
Data Loss Recovery Appliance

Understand the features and learn to perform tasks specific to Oracle Exachk on Oracle
Exadata and Zero Data Loss Recovery Appliance.

* Installation Requirements for Running Oracle Exachk on Oracle Exadata and Zero Data
Loss Recovery Appliance
Understand the requirements for installing Oracle Exachk on Oracle Exadata and Zero
Data Loss Recovery Appliance, either on your local database or on a remote device that is
connected to a database.

e Using Oracle Exachk on Oracle Exadata and Zero Data Loss Recovery Appliance
Usage of Oracle Exachk on Oracle Exadata and Zero Data Loss Recovery Appliance
depends on other considerations such as virtualization, parallel run, and so on.

* Troubleshooting Oracle Exachk on Oracle Exadata and Zero Data Loss Recovery
Appliance
Follow these steps to troubleshoot and fix Oracle Exachk on Oracle Exadata and Zero
Data Loss Recovery Appliance issues.

3.1.7.1 Installation Requirements for Running Oracle Exachk on Oracle Exadata and
Zero Data Loss Recovery Appliance

ORACLE

Understand the requirements for installing Oracle Exachk on Oracle Exadata and Zero Data
Loss Recovery Appliance, either on your local database or on a remote device that is
connected to a database.

# Note:

For more information about installing and upgrading Oracle Autonomous Health
Framework, see Installing and Upgrading Oracle Autonomous Health Framework.

Related Topics

e Installing Oracle Autonomous Health Framework
Learn to install Oracle Autonomous Health Framework on Linux, Unix, and Microsoft
Windows operating systems.
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Related Topics

Understanding and Managing Reports and Output
Oracle Orachk and Oracle Exachk generate a detailed HTML report with findings and
recommendations.

https://support.oracle.com/epmos/faces/DocumentDisplay?
cmd=show&type=NOT&id=1070954.1

3.1.7.2 Using Oracle Exachk on Oracle Exadata and Zero Data Loss Recovery

Appliance

Usage of Oracle Exachk on Oracle Exadata and Zero Data Loss Recovery Appliance depends
on other considerations such as virtualization, parallel run, and so on.

Database Default Access on the Client Interface

If you use the client interface as the default access for your database, then use the -
clusternodes command-line option to instruct Oracle EXAchk to communicate over the
management interface.

Virtualization Considerations
Oracle EXAchk supports virtualization on Oracle Exadata and Zero Data Loss Recovery
Appliance.

Running Serial Data Collection
By default, Oracle EXAchk runs parallel data collection for the storage servers, InfiniBand
switches, and Oracle Databases.

Using the root User ID in Asymmetric and Role Separated Environments
Run Oracle EXAchk as root to simplify the work required in asymmetric or role separated
environments.

Environment Variables for Specifying a Different User Than root
Review the list of environment variables for specifying a different user than root.

Oracle EXAchk InfiniBand Switch Processing
This topic explains how Oracle EXAchk InfiniBand switch processing is done when Oracle
Exalogic and Oracle Exadata engineered systems reside on the same InfiniBand fabric.

3.1.7.2.1 Database Default Access on the Client Interface

ORACLE

If you use the client interface as the default access for your database, then use the -
clusternodes command-line option to instruct Oracle EXAchk to communicate over the
management interface.

For example, if a cluster is configured as follows, then the command must include:

-clusternodes dbadm01, dbadm02, dbadm03, dbadm(04

# Note:

When using the -clusternodes option, start Oracle EXAchk on the first database in
the list.
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Table 3-6 Example Cluster Configuration
|

Interface Database Host nhames
Management dbadm01, dbadm02, dbadm03, dbadm04
Client dbclnt01, dbclnt02, dbclnt03, dbclnt04

3.1.7.2.2 Virtualization Considerations

Oracle EXAchk supports virtualization on Oracle Exadata and Zero Data Loss Recovery
Appliance.

To run hardware and operating system level checks for database, storage servers, InfiniBand
fabric, and InfiniBand switches:

e Install Oracle EXAchk into the management domain also referred to as DoM0
* Run Oracle EXAchk as root
When you run Oracle EXAchk from pom0, Oracle EXAchk:

e Discovers all compute nodes, storage servers, and InfiniBand switches in the entire
InfiniBand fabric

* Runs on all those components

To run Oracle EXAchk on a subset of nodes when Oracle EXAchk is run in the management
domain, use the command-Iline options:

* -clusternodes to designate databases
* -cells to designate storage servers
° -ibswitches to designate InfiniBand switches

For example, for a full rack where only the first quarter rack is configured for virtualization, but
all components are on the same InfiniBand fabric, run the following command as root on the
dom0 database node, randomadmO1:

exachk -clusternodes randomadmOl, randomadm02 \
-cells randomceladm01l, randomceladm02, randomceladm03 \
-ibswitches randomsw-ibs0, randomsw-iba0, randomsw-ibb0

Run Oracle EXAchk separately for each cluster in a user domain also referred to as DOMUS in
addition to running it in the management domain dom0. Within the oMU, there is ho need to use
the above parameters because Oracle EXAchk will automatically discover the nodes in the
cluster.

For example, consider 2 clusters and 4 user domains in each cluster. Although there are a total
of 8 user domains, Oracle EXAchk runs only twice. Once on the first node of the first cluster
running in the first user domain and once on the first node of second cluster running in the
second user domain. The user domain runs do not include hardware or operating system level
checks on the database, storage servers, or InfiniBand switches.
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# Note:

Run Oracle EXAchk as root in the management domain and the user domains.

3.1.7.2.3 Running Serial Data Collection

By default, Oracle EXAchk runs parallel data collection for the storage servers, InfiniBand
switches, and Oracle Databases.

You can also configure Oracle EXAchk to run serial data collection.

To run serial data collection for the storage server, database, and InfiniBand switches, set the
following environment variables:

¢ RAT COMPUTE_RUNMODE
e RAT CELL_RUNMODE
¢ RAT IBSWITCH RUNMODE

1. To collect database server data in serial:
export RAT COMPUTE RUNMODE=serial

2. To collect storage server data in serial:
export RAT CELL RUNMODE=serial

3. To collect InfiniBand switch data in serial:

export RAT IBSWITCH RUNMODE=serial

Related Topics

« Slow Performance, Skipped Checks, and Timeouts
Follow these procedures to fix slow performance and other issues.

3.1.7.2.4 Using the root User ID in Asymmetric and Role Separated Environments

ORACLE

Run Oracle EXAchk as root to simplify the work required in asymmetric or role separated
environments.

If database homes are not symmetric, then install Oracle EXAchk on multiple databases in the
cluster, such that there is one installation for each Oracle Database home located on a subset
of databases.

For this example, assume the following configuration in the same cluster:

Table 3-7 Using root User ID in Asymmetric and Role Separated Environments

Owner User ID  Oracle Installed on Databases
Database Home

userl /pathl/ db01, db02, dbm-a
dbhome 1 db03, db04
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Table 3-7 (Cont.) Using root User ID in Asymmetric and Role Separated Environments

|
Owner User ID  Oracle Installed on Databases

Database Home

user? /path2/ db05, db06, dbm-b, dom-c
dbhome 2 db07, db08
grid /path3/grid db01, db02, +ASM
db03, db04,
db05, db06,
db07, db08

Further, there is role separation between userl and user2 and Grid, such that none can
access the database structure of the others. You can also enforce company policy to isolate
the system administrators from the database administrators.

Do the following:

1.
2.

As root, install Oracle EXAchk in the /tmp/exachk/121026 directory on db01 .
As root, install Oracle EXAchk the /tmp/exachk/121026 directory on db05.
AS root , on db01:

cd /tmp/exachk/121026
exachk -clusternodes db01,db02,db03,db04

Choose dbom-a from the database selection list to collect the database checks for dbm-a.
AS root on db05:

cd /tmp/exachk/121026
exachk -excludeprofiles storage,switch -clusternodes db05,db06,db07,db08

Choose dbom-b and dbm-c from the Oracle Database selection list to collect the database
checks for dbm-b and dbm-c.

If desired, use the -merge command-line option to merge the reports.

3.1.7.2.5 Environment Variables for Specifying a Different User Than root

Review the list of environment variables for specifying a different user than root.

ORACLE

RAT CELL SSH_USER

By default, Oracle EXAchk runs as root to run checks on an Oracle Exadata Storage
Server.

If security policies do not permit connection to a storage server as root over SSH, then
you can specify a different user by setting this environment variable:

export RAT CELL SSH USER=celladmin
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# Note:

If you specify RAT CELL SSH USER, then a subset of checks is run, based upon
the privileges of the alternate user you specify.

e RAT IBSWITCH USER

By default, Oracle EXAchk runs as root to run checks on the InfiniBand switches, when
you run Oracle EXAchk on an Oracle Database as root. By default, when Oracle EXAchk
is run as a user other than root on a database, the nm2user is used to run checks on the
InfiniBand switches.

If security policies do not permit connection to an InfiniBand switch as either the root or
nm2user user over SSH, then specify a different user by setting this environment variable:

export RAT IBSWITCH USER=ilom-admin

# Note:

If you specify RAT IBSWITCH USER, then a subset of checks is run, based upon
the privileges of the alternate user you specify.

3.1.7.2.6 Oracle EXAchk InfiniBand Switch Processing

This topic explains how Oracle EXAchk InfiniBand switch processing is done when Oracle
Exalogic and Oracle Exadata engineered systems reside on the same InfiniBand fabric.

When an Oracle Exalogic and Oracle Exadata engineered system reside on the same
InfiniBand fabric:

1. Running Oracle EXAchk on an Oracle Exadata database server excludes the Exalogic
gateway switches.

2. Running Oracle EXAchk on an Oracle Exalogic compute node excludes the Exadata
switches.

3.1.7.3 Troubleshooting Oracle Exachk on Oracle Exadata and Zero Data Loss
Recovery Appliance

ORACLE

Follow these steps to troubleshoot and fix Oracle Exachk on Oracle Exadata and Zero Data
Loss Recovery Appliance issues.

Error RC-003 - No Audit Checks Were Found
Description: While identifying the environment characteristics, Oracle Exachk
*  Constructs environment variables

e Compares with the Oracle Exachk rules database to determine what checks to run

If one of the environment variables does not match a known profile in the rules database, then
Oracle Exachk displays an error error RC-003 - no audit checks were found..and
exits.
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Cause: The most common case occurs when an older version of Oracle Exachk is used in an
Oracle Exadata Database machine environment with recently released components. This may
occur because of a delay between the release of a new component or version and when
Oracle Exachk incorporates support for it.

For example, when Oracle Exachk earlier than 2.1.3 20111212 were run on an Oracle Exadata
Database machine where Oracle Database release 11.2.0.3.0 was deployed, Oracle Exachk
exited with the following message:

Error RC-003 - No audit checks were found for LINUXX86640ELRHEL5 112030-.
Please refer to the section for this error code in
"Appendix A - Troubleshooting Scenarios" of the "Exachk User Guide".

In this example, 112030 indicates that Oracle Database release 11.2.0.3.0 was installed on
the system. Since the version of Oracle Exachk used did not support 11.2.0.3.0, Oracle Exachk
could not find a known match in the Oracle Exachk rules database.

How Long Should It Take to Run Oracle Exachk?

The time it takes to run the tool varies based on the number of nodes in a cluster, CPU load,
network latency, and so on. Normally the entire process takes only a few minutes per node,

that is, less than 5 minutes per node. If it takes substantially more time than 5 minutes, then
investigate the problem.

With the introduction of parallelized database collection in 2.2.5, the elapsed time for systems
with many databases is reduced. Experience in the field is that, it normally takes about 10
minutes for a quarter rack X2-2 system with one database. On an internal X3-2 half rack with
20 storage servers, 9 InfiniBand switches, and 44 databases, the elapsed time was 44
minutes.

Related Topics

e Compliance Framework (Oracle Orachk and Oracle Exachk) Command-Line Options
Review the list of Compliance Framework (Oracle Orachk and Oracle Exachk) command-
line options.

e https://support.oracle.com/rs?type=doc&id=1070954.1

3.1.8 Integrating Compliance Check Results with Other Tools

Integrate Oracle Orachk and Oracle Exachk compliance check results into Oracle Enterprise
Manager and other third-party tools.

e Integrating Compliance Check Results with Oracle Enterprise Manager
Integrate Oracle Orachk and Oracle Exachk compliance check results into Oracle
Enterprise Manager.

e Integrating Compliance Check Results with Third-Party Tool
Integrate Oracle Orachk and Oracle Exachk compliance check results into various third-
party log monitoring and analytics tools, such as Elasticsearch and Kibana.

e Integrating Compliance Check Results with Custom Application
Oracle Orachk and Oracle Exachk upload collection results from multiple instances into a
single database for easier consumption of check results across your enterprise.

3.1.8.1 Integrating Compliance Check Results with Oracle Enterprise Manager

ORACLE

Integrate Oracle Orachk and Oracle Exachk compliance check results into Oracle Enterprise
Manager.
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Oracle Enterprise Manager Cloud Control releases 13.1 and 13.2 support integration with
Oracle Orachk and Oracle Exachk through the Oracle Enterprise Manager ORAchk
Healthchecks Plug-in. The Oracle Engineered System Healthchecks plug-in supported
integration with Oracle Orachk and Oracle Exachk for Oracle Enterprise Manager Cloud
Control 12c¢ release 12.1.0.5 and earlier releases.

With Oracle Enterprise Manager Cloud Control 13.1, Oracle Orachk and Oracle Exachk check
results are integrated into the compliance framework. Integrating check results into the
compliance framework enables you to display Compliance Framework Dashboards and
browse checks by compliance standards.

For more information about AHF Oracle Exachk Compliance Standards for Exadata
Engineered Systems managed by Enterprise Manager utilizing Autonomous Health Framework
(AHF), see AHF Exachk Compliance Standards.

* Integrate check results into Oracle Enterprise Manager compliance framework.

* View compliance check results in native Oracle Enterprise Manager compliance
dashboards.

Figure 3-33 Compliance Dashboard

Compliance Dashboard
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« Related checks are grouped into compliance standards where you can view targets
checked, violations, and average score.

Figure 3-34 Compliance Standards
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From within a compliance standard, drill-down to see individual check results and break
the results by targets.

Figure 3-35 Compliance Standards Drill-Down

Target Scorecard Rule Evaluations.

Comcla R Compliont
wesl

Targets by Seventy Rule Fvaksations
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Required Data Viclations
Availabie o
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Target Hame e

Score (%) 1

< Note:

Although Oracle Orachk and Oracle Exachk do not require additional licenses, you
require applicable Oracle Enterprise Manager licenses.

Related Topics

AHF Exachk Compliance Standards
Oracle Enterprise Manager Orachk Healthchecks Plug-in User's Guide

Oracle Enterprise Manager Licensing Information User Manual

3.1.8.2 Integrating Compliance Check Results with Third-Party Tool

Integrate Oracle Orachk and Oracle Exachk compliance check results into various third-party
log monitoring and analytics tools, such as Elasticsearch and Kibana.

JSON provides many tags to allow dashboard filtering based on facts such as:

Engineered System type
Engineered System version
Hardware type

Node name

Operating system version
Rack identifier

Rack type

Database version

Use the Kibana dashboard to view compliance check across the data center.

Filter the results based on any combination of exposed system attributes.

ORACLE
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Figure 3-36 Third-Party Tool Integration
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Oracle Orachk and Oracle Exachk create JSON output results in the output upload directory.

For example:

Report Output Dir/upload/mymachine orachk results.json
Report Output Dir/upload/mymachine orachk exceptions.json

Report Output Dir/upload/mymachine exachk results.json
Report Output Dir/upload/mymachine exachk exceptions.json

1. Runthe -syslog option to write JSON results to the syslog daemon.
For example:

orachk -syslog

exachk -syslog

2. Verify the syslog configuration by running the following commands:
Oracle Orachk and Oracle Exachk use the message levels:

e CRIT

ORACLE"
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logger -p user.crit crit message
logger -p user.err err message

logger -p user.warn warn message
logger -p user.info info message

3. Verify in your configured message location that each test message is written.
For example: /var/adm/messages

Related Topics

e https://docs.oracle.com/cd/E19424-01/820-4809/log_syslog/index.html
e Elasticsearch: RESTful, Distributed Search & Analytics | Elastic

« Kibana: Explore, Visualize, Discover Data | Elastic

3.1.8.3 Integrating Compliance Check Results with Custom Application

ORACLE

Oracle Orachk and Oracle Exachk upload collection results from multiple instances into a
single database for easier consumption of check results across your enterprise.

Use Oracle Health Check Collections Manager or your own custom application to consume the

compliance check results.

1. Upload the collection results into the following tables at the end of a collection:

Table 3-8 Uploading Collection Results into a Database

Table

What Get’s Uploaded

rcal3 docs

auditcheck result

Full zipped collection results.

Compliance check results.

auditcheck patch resu Patch check results

1t

If you install Oracle Health Check Collections Manager, then these tables are created by

the install script.

If the tables are not created, then use the following DDL statements:

« DDL for the RCA13_DOCS table

CREATE TABLE RCA13 DOCS (

DOC_ID

NUMBER DEFAULT

to number (sys_guid(), 'XXXXXXXXXXXXXXKXXXXXXKXXXXXXXXXXX") NOT NULL

ENABLE,
COLLECTION ID
FILENAME
FILE MIMETYPE
FILE CHARSET
FILE BLOB
FILE COMMENTS
TAGS

VARCHARZ (40 BYTE),
VARCHARZ2 (1000 BYTE) NOT NULL ENABLE,
VARCHARZ (512 BYTE),

VARCHARZ (512 BYTE),

BLOB NOT NULL ENABLE,

VARCHAR2 (4000 BYTE),

VARCHAR2 (4000 BYTE),
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ATTR1 VARCHAR2 (200 BYTE),
UPLOADED BY VARCHAR? (200 BYTE) DEFAULT USER,
UPLOADED ON TIMESTAMP (6) DEFAULT systimestamp,
SR _BUG_NUM VARCHAR2 (20 BYTE),
CONSTRAINT RCA13 DOCS PK PRIMARY KEY (DOC ID),
CONSTRAINT RCA13 DOCS UKl UNIQUE (FILENAME)

)i

DDL for the auditcheck result table

CREATE TABLE auditcheck result (

COLLECTION DATE

TIMESTAMP NOT NULL ENABLE,

CHECK_NAME VARCHAR? (256) ,
PARAM NAME VARCHAR? (256) ,
STATUS VARCHAR? (256) ,
STATUS MESSAGE VARCHAR? (256) ,
ACTUAL VALUE VARCHAR? (256) ,
RECOMMENDED VALUE VARCHAR? (256) ,
COMPARISON OPERATOR VARCHAR? (256) ,
HOSTNAME VARCHAR? (256) ,
INSTANCE NAME VARCHAR? (256) ,
CHECK _TYPE VARCHAR? (256) ,
DB_PLATFORM VARCHAR? (256) ,
0S_DISTRO VARCHAR? (256) ,
0S_KERNEL VARCHAR? (256) ,
0S_VERSION NUMBER,
DB_VERSION VARCHAR? (256) ,
CLUSTER NAME VARCHAR? (256) ,
DB NAME VARCHAR? (256) ,
ERROR TEXT VARCHAR? (256) ,
CHECK_ID VARCHAR? (40),
NEEDS RUNNING VARCHAR? (100) ,
MODULES VARCHAR? (4000) ,
DATABASE ROLE VARCHAR? (100) ,
CLUSTERWARE VERSION VARCHAR? (100) ,
GLOBAL_ NAME VARCHAR? (256) ,
UPLOAD COLLECTION NAME VARCHAR? (256) NOT NULL ENABLE,
AUDITCHECK RESULT ID VARCHAR2 (256) DEFAULT sys guid() NOT NULL

ENABLE,
COLLECTION ID
TARGET TYPE
TARGET VALUE

VARCHAR? (40),
VARCHAR? (128),
VARCHAR? (256) ,

CONSTRAINT "AUDITCHECK RESULT PK" PRIMARY KEY

("AUDITCHECK_RESULT ID")
)i

DDL for the auditcheck_patch_result table

CREATE TABLE auditcheck patch result (

COLLECTION DATE
HOSTNAME

TIMESTAMP (6) NOT NULL,
VARCHAR? (256) ,

)
ORACLE HOME TYPE VARCHARZ (256) ,
ORACLE HOME PATH VARCHARZ (256) ,
ORACLE _HOME VERSION VARCHARZ (256) ,
PATCH NUMBER NUMBER,

CLUSTER NAME

VARCHARZ (256) ,
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DESCRIPTION VARCHAR2 (256) ,
PATCH TYPE VARCHAR2 (128),
APPLIED NUMBER,
UPLOAD COLLECTION NAME VARCHARZ (256),
RECOMMENDED NUMBER

);

* Viewing and Reattempting Failed Uploads
Use these procedures to view and reattempt to upload the failed uploads.

3.1.8.3.1 Viewing and Reattempting Failed Uploads

ORACLE

Use these procedures to view and reattempt to upload the failed uploads.

Values are stored in collection dir/outfiles/check env.out to record if the previous
database upload was successful or not.

For example, this shows database upload has been setup, but the last upload was
unsuccessful:

DATABASE UPLOAD SETUP=1
DATABASE UPLOAD_ STATUS=0

Oracle Autonomous Health Framework -checkfaileduploads

To see failed collections, use the -checkfaileduploads option:

orachk -checkfaileduploads

exachk -checkfaileduploads

$ orachk -checkfaileduploads

List of failed upload collections
/home/oracle/orachk myserver 042016 232011.zip
/home/oracle/orachk myserver 042016 231732.zip
/home/oracle/orachk myserver 042016 230811.zip
/home/oracle/orachk myserver 042016 222227.zip
/home/oracle/orachk myserver 042016 222043.zip

Oracle Autonomous Health Framework -uploadfailed

To reattempt collection upload you can use the -uploadfailed option, specifying either all to
upload all or a comma-delimited list of collections:

orachk -uploadfailed all|list of failed collections

exachk -uploadfailed all|list of failed collections

orachk -uploadfailed "/home/oracle/orachk myserver 042016 232011.zip, /home/
oracle/orachk myserver 042016 231732.zip"
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# Note:

You cannot upload previously uploaded collections because of the SQL unique
constraint.

3.1.9 Using Oracle Orachk to Confirm System Readiness for Implementing
Application Continuity

Application Continuity Checking for Application Continuity enables you to deploy Application
Continuity easily and transparently.

# Note:

Starting with Oracle Database 19.10, Application Continuity Protection Check has
replaced orachk acchk. For more information, see Ensuring Application Continuity in
the Oracle® Real Application Clusters Administration and Deployment Guide.

Related Topics

*  Ensuring Application Continuity

3.1.10 Running Oracle ZFS Storage Appliance Compliance Checks

Learn to run the compliance checks for Oracle ZFS Storage Appliances.

To run Oracle Autonomous Health Framework on one Oracle ZFS appliance, use the -zfssa
option.

To run Oracle Autonomous Health Framework on multiple Oracle ZFS appliances, specify a
comma-delimited list of Oracle ZFS Storage Appliances:

orachk -zfssa nodel, nodeZ2

3.1.11 Using Oracle Exachk on Oracle Big Data Appliance

ORACLE

Understand the features and learn to perform tasks specific to Oracle Exachk on Oracle Big
Data Appliance.

* Scope and Supported Platforms for Running Oracle Exachk on Oracle Big Data Appliance
Oracle Exachk for Oracle Big Data Appliance supports all Oracle Big Data Appliance
versions later than 2.0.1.

* Running Compliance Checks on Oracle Big Data Using Oracle Exachk
Run the exachk compliance -h command to view the list of options supported for Oracle
Big Data Appliance.

* Reviewing Oracle Big Data Compliance Checks Output
Identify the checks that you must act immediately to remediate, or investigate further to
assess the checks that can cause performance or stability issues.
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e Troubleshooting Oracle Exachk on Oracle BigData Appliance
In addition to the base troubleshooting, the following are also applicable to Oracle Exachk
on Oracle BigData.

3.1.11.1 Scope and Supported Platforms for Running Oracle Exachk on Oracle Big
Data Appliance

Oracle Exachk for Oracle Big Data Appliance supports all Oracle Big Data Appliance versions
later than 2.0.1.

Oracle Exachk for Oracle Big Data Appliance audits important configuration settings within an
Oracle Big Data Appliance. Oracle Exachk examines the following components:

« CPU

e Hardware, firmware, and BIOS

e Operating System kernel parameters, system packages
»  Ethernet network, InfiniBand switches

*  RAM, hard disks

e  Software Installed

Goals for Oracle Big Data Appliance Health Checks

1. Provide a mechanism to check the complete health of an Oracle Big Data Appliance on a
proactive and reactive basis.

2. Provide a “recommendation engine” for best practices and tips to fix Oracle Big Data
Appliance known issues.

Recommended Validation Frequency

Oracle recommends validating Oracle Big Data Appliance immediately after initial deployment,
before and after any change, and at least once a quarter as part of planned maintenance
operations. The runtime duration of Oracle Autonomous Health Framework depends on the
number of nodes to check, CPU load, network latency, and so on.

# Note:

Plan to run Oracle Exachk when there is less load on the Oracle Big Data
Appliance. This helps you avoid runtime timeouts during health checks.

3.1.11.2 Running Compliance Checks on Oracle Big Data Using Oracle Exachk

Run the exachk compliance -h command to view the list of options supported for Oracle Big
Data Appliance.
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# Note:
Run Oracle Exachk as root from nodel of the Oracle Big Data Appliance cluster.

Most of the data collection options require password for each InfiniBand switch. This
is required only if there is no SSH user equivalency from running compute node to
switch.

1. To view the command options, run the following command as root or non-root user:

exachk -h

< Note:

If you run any other profiles that are not not supported, then Oracle Exachk returns
an error as follows:

<profile name> is not supported component. EXAchk will run generic checks for
components identified from environment

For example, to perform all checks including the best practice checks and recommendations,
run:

# exachk -a

# Note:

If you do not specify any options, then Oracle Exachk runs with the -a by default.

3.1.11.3 Reviewing Oracle Big Data Compliance Checks Output

ORACLE

Identify the checks that you must act immediately to remediate, or investigate further to assess
the checks that can cause performance or stability issues.

The following message statuses are specific to Oracle Exachk on Oracle Big Data:

Oracle Exachk on Oracle Big Data Message Definitions

Table 3-9 Oracle Exachk on Oracle Big Data Message Definitions
]

Message Status Description or Action to be Taken
Possible Impact

FAIL Shows checks that Address the issue immediately.
did not pass due to
issues.
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Table 3-9 (Cont.) Oracle Exachk on Oracle Big Data Message Definitions

Message Status Description or Action to be Taken
Possible Impact

WARNING Shows checks that Investigate the issue further.
can cause
performance or
stability issues if not

addressed.
INFO Indicates information Read the information displayed in these checks and
about the system. follow the instructions provided, if any.

Related Topics

e How to Remove Checks from an Existing HTML Report
Hide individual findings from the report using Remove findings .

e HTML Report Output

e Comparing Two Reports
Oracle Autonomous Health Framework automatically compare the two most recent HTML
reports and generate a third diff report, when run in automated daemon mode.

3.1.11.4 Troubleshooting Oracle Exachk on Oracle BigData Appliance

In addition to the base troubleshooting, the following are also applicable to Oracle Exachk on
Oracle BigData.

If you face any problems running Oracle Exachk, then create a service request through My
Oracle Support.

Refer to My Oracle Support note 1643715.1 for the latest known issues specific to Oracle
Exachk on Oracle BigData Appliance:

e Timeouts Checking Switches
Related Topics
e https://support.oracle.com/rs?type=doc&id=1643715.1

3.1.11.4.1 Timeouts Checking Switches

ORACLE

If there is a slow SSH on a given switch, then Oracle EXAchk throws an error:

Starting to run root privileged commands in background on INFINIBAND SWITCH <cluster>sw-
ibl.

Timed out
Unable to create temp directory on <cluster>sw-ibl

Skipping root privileged commands on INFINIBAND SWITCH <cluster> sw-ibl is
available but SSH is blocked.

To resolve, increase the SSH timeout using Oracle EXAchk environment variable.

1. Reset the environment variable RAT PASSWORDCHECK TIMEOUT:

# set RAT PASSWORDCHECK TIMEOUT=40
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2. Rerun Oracle EXAchk.

# exachk -a

3.1.12 Easily Manage Cell, Switches, Databases and exacli Passwords

Learn to manage passwords for cells, switches, databases, and exacli using the following
commands:

# Note:

The tfactl setpassword, tfactl checkpassword, and tfactl unsetpassword
commands have been deprecated in 21.1. Oracle recommends using ahfctl
setpassword, ahfctl checkpassword, and ahfctl unsetpassword instead.

e tfactl setpassword

e tfactl checkpassword
e tfactl unsetpassword
Syntax

Each command is used in this format:

tfactl setpassword [-nodes nodes] [-dbs databases] [-user user] [-exacli]

Where:

° -nodes: provides a list of multiple nodes
e -dbs: provides a list of database names
e -user: provides the name of a user

e -exacli:to setexacli user of acell

Related Topics

» ahfctl checkpassword
Use the ahfctl checkpassword command to check cell, switches, databases and exacli
passwords.

e ahfctl setpassword
Use the ahfctl setpassword command to set cell, switches, databases and exacli
passwords.

e ahfctl unsetpassword
Use the ahfctl unsetpassword command to unset cell, switches, databases and exacli
passwords.
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3.1.13 Using the exadcli Utility to Collect Cell Metric Data for Guest VMs

(domUs)

exadcli enables you to run an ExaCLI command on multiple remote nodes. Remote nodes are
referenced by their host name or IP address.
Prerequisites

« Before using exadcli, you must use ExaCLI to accept the identity certificate of cell or
database nodes. This needs to be done only once per cell (unless the cell is upgraded or a
new certificate is uploaded to the remote database or cell node).

You must accept the certificate on every cell or database node and save the cookies. The
cookie-jar file is valid for 24 hours.

For more information, see Using exadcli for the First Time.

e Java version 1.8 or later
You can determine the version of Java by running the java -version command. In
addition, the JAVA HOME environment variable must be set to point to the installation
directory of the proper version of Java.

How to run exachk to collect cell metric data

# Note:
You can collect cell metrics only from cloud systems.

Run,

exachk -profile workload-capacity

The output is stored in the capacity exadcli.out file.

ls -1tra
/opt/oracle.ahf/data/.../exachk **autostart client capacity***/.CELLDIR/
capacity exadcli.out

Related Topics

e Using exadcli for the First Time

3.1.14 Query AHF Message Codes to Understand More About the Context
and Next Steps

ORACLE

You can now query Oracle Orachk and Oracle Exachk check details using a four digit code
representing the check.

To use this:
1. Find the four digit code for a check in the JSON result file.

2. Run: $AHF HOME/bin/oerr AHF code
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For example: SAHF HOME/bin/oerr AHF 4040

3.2 Oracle Health Check Collections Manager for Oracle
Application Express 20.2+

Oracle Health Check Collections Manager is a companion application to Oracle Autonomous
Health Framework that gives you an enterprise-wide view of your compliance check collection
data.

To install or upgrade APEX, see Oracle APEX Documentation.

Scope and Supported Platforms
Review the scope and platforms supported for Oracle Health Check Collections Manager.

Prerequisites
Review the list of Oracle Health Check Collections Manager prerequisites.

Installation
Follow the installation procedures sequentially to install Oracle Health Check Collections
Manager.

Upgrading Oracle Health Check Collections Manager Application
Oracle Autonomous Health Framework automatically upgrades new versions of the Oracle
Health Check Collections Manager.

Getting Started
Familiarize yourself with the Oracle Health Check Collections Manager Application.

Oracle Health Check Collections Manager Application Features
Familiarize yourself with the features of Oracle Health Check Collections Manager
Application.

Viewing and Reattempting Failed Uploads
Configure Oracle Autonomous Health Framework to display and reattempt to upload the
failed uploads.

Oracle Health Check Collections Manager Application Uninstallation
Anytime you can decommission Oracle Health Check Collections Manager Application
setup. Follow these steps sequentially to uninstall the application leaving no residual files.

Troubleshooting Oracle Health Check Collections Manager
This topic describes how to troubleshoot Oracle Health Check Collections Manager.

Integrating Collection Manager with Oracle Internet Directory (LDAP) for Authentication
After installing APEX, you can integrate AHF Collection Manager with Oracle Internet
Directory (LDAP) for authentication. The steps are provided below.

Related Topics

Documentation and reference material for Oracle APEX

3.2.1 Scope and Supported Platforms

Review the scope and platforms supported for Oracle Health Check Collections Manager.

ORACLE

It is difficult to run compliance checks and maintain collection data when you have several
systems to manage. Oracle Health Check Collections Manager provides you an enterprise-
wide view of your compliance check collection data.

Oracle Health Check Collections Manager:
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Provides a dashboard to track your collection data in one easy-to-use interface
Displays collection data based on Business Units and time
Serves as an enterprise-wide repository of all collections

Uploads collection automatically

Use Oracle Application Express 20.2 or later with Oracle Database 11g Release 2, Oracle
Database 12c Release 1, Oracle Database 12c Release 1, Oracle Database 12c Release 2,
Oracle Database 18c, and Oracle Database 19c. Express Edition (XE) is supported only
through the Oracle Technology Network (OTN) discussion forums and not through Oracle
Support Services.

3.2.2 Prerequisites

Review the list of Oracle Health Check Collections Manager prerequisites.

Oracle Database 11g Release 2 or later.

Oracle Application Express 20.2 or later.

3.2.3 Installation

Follow the installation procedures sequentially to install Oracle Health Check Collections
Manager.

¢ Note:

Upgrade Oracle Health Check Collections Manager directly from Oracle Autonomous
Health Framework.

Configuring Oracle Application Express and Creating a Workspace
Configure Oracle Application Express and create a workspace.

Install Oracle Health Check Collections Manager Application
To install Oracle Health Check Collections Manager, follow these procedures.

Log in to Oracle Health Check Collections Manager Application
To log in to Oracle Health Check Collections Manager, follow these procedures.

Apply a Theme
To apply a theme, follow these procedures.

Related Topics

Running Oracle Health Check Collections Manager Commands
Use the -cmupgrade command to upgrade Oracle Health Check Collections Manager.

3.2.3.1 Configuring Oracle Application Express and Creating a Workspace

ORACLE

Configure Oracle Application Express and create a workspace.

1.
2.

Download the latest version of Oracle Application Express.

To install and configure Oracle Application Express, refer to the Application Express
Installation Guide:

Create a workspace.
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a. Log in to Oracle Application Express administration services.

# Note:

The URLSs used for accessing the Oracle Health Check Collections Manager
application depend on how Oracle Application Express was deployed initially.

e If you have configured Oracle Application Express using the Oracle
HTTP Server with mod_plsql, then specify the URL as follows:

http://host:port/pls/apex/apex admin

» If you have configured Oracle Application Express the Oracle XML DB
HTTP listener with the embedded PL/SQL gateway, then specify the URL
as follows:

http://host:port/apex/apex admin

For example:

http://dbserver.domain.com:8080/apex/apex admin

e The default schema user for Oracle Application Express administration services in
the Oracle database is ADMIN.

e The password is the one you gave at the time of configuring the Oracle Application
Express component in the Oracle database.
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Figure 3-37 Administration Services Login

F

Administration Services

Sign In to Administration

b. Inthe Oracle Application Express Admin home page, click Manage Workspaces.

ORACLE
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Figure 3-38 Manage Workspace
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Figure 3-39 Identify Workspace

ORACLE application Express

Idemtify Workspace

Tasks

Identify Workspace:

Workspace Name: Enter a unique workspace name, for example,
ORAchk CM WS.

Workspace ID: Leave Workspace ID blank to have the new Workspace ID
automatically generated.
Workspace ID must be a positive integer greater than 100000.

iii. Workspace Description: Enter workspace description.

Click Next.

# Note:

Associate a workspace with a database schema.

Identify Schema:

Specify whether you are reusing an existing schema or creating a new one.
This depends on whether you already have Oracle Orachk and Oracle Exachk
configured to upload data to a schema in the database. If you do, then specify
the existing schema. If not, then the name of the schema you create must be
the one you intend to use for uploading the Oracle Orachk data once
configured.

If you choose an existing schema in the database, then it should not be an
Oracle Application Express administration schema (admin).
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— If you are using an existing schema:
i. For Re-use existing schema, select YES.
ii. Select a schema from the list.
iii. Click Next.

Figure 3-40 Identify Schema - Reuse Schema

ORACLE Appiication Express

reate Workspace

Identify Schema

— If you are creating a new schema:
i. For Re-use existing schema, select NO.

ii. Enter the schema name and password, for example, ORAchk_admin,
and so on.

iii. Specify the space quota.
iv. Click Next.
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Figure 3-41 Identify Schema - New Schema

ORALCLE Apiication Express

Manage Workspaces  Create Workspace

Identify Schema

# Note:

Minimum Space Quota should not be less than 100 MB to
prevent application import failures.

Identify Administrator:

i. Enter administrator user name and password.
ii. Enter Personal details.

iii. Click Next.

3-120



Chapter 3
Oracle Health Check Collections Manager for Oracle Application Express 20.2+

Figure 3-42 Identify Administrator
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Confirm your selections and then click Create Workspace.

Figure 3-43 Create Workspace - Confirm Request

L o (] L)
Confirm Request

You have requested to provision a new Workspace
Workspace Information:
Nama ORAchk_CM_WS_demo
Workspace [T 200000
Description my collection manager workspace
Administrator Information:
Viar Mame  CollectionManager
E-mad abcxyzi@123 com
Schema Information:
Rauss Exdgting Schema Mo
Schama Name ORACHE_ADMIN
Tablespace will be created APEX XXX

Data®s for tablespace System Assigned

.: .:_; =

Your workspace is created.

ORACLE
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Click Manage Workspaces.

Under Workspace Reports, click Existing Workspaces.

Figure 3-44 Manage Workspaces - Existing Workspaces
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To edit Workspace information, click the workspace name, edit any necessary details,

and then click Apply Changes.

Log out from Oracle Application Express Administration services.

Log in to the Workspace
Log in to Oracle Application Express admin user workspace using these procedures.

Oracle Application Express User Accounts
Oracle Application Express provides three types of users, namely, workspace
administrators, developers, and end users.

http://www.oracle.com/technetwork/developer-tools/apex/downloads/index.html

Related Topics

https://docs.oracle.com/cd/E59726_01/install.50/e39144/toc.htm

3.2.3.1.1 Log in to the Workspace

ORACLE

Log in to Oracle Application Express Admin User Workspace.

Log in to Oracle Application Express admin user workspace using these procedures.
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# Note:

The URLs used for accessing the Oracle Health Check Collections Manager
application depend on how Oracle Application Express was deployed initially.

e If you have configured Oracle Application Express the Oracle HTTP Server
with mod_plsql, then specify the URL as follows:

http://host:port/pls/apex/apex admin

e If you have configured Oracle Application Express using the Oracle XML DB
HTTP listener with the embedded PL/SQL gateway, then specify the URL as
follows:

http://host:port/apex/apex admin

For example:

http://dbserver.domain.com:8080/apex/apex admin

To log in, enter the workspace name, workspace user name, and password details.

Figure 3-45 Log in to the Workspace
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For the first time login, Application Express prompts you to change the password.
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Log in again using the new password.

3.2.3.1.2 Oracle Application Express User Accounts

ORACLE"

Oracle Application Express provides three types of users, namely, workspace administrators,
developers, and end users.

Table 3-10 Oracle Application Express Types of Users

|
Type of User Description

Workspace administrators ~ Workspace administrators can also create and edit user accounts,

manage groups, and manage development services.

Developers Developers can create and modify applications and database objects.

End users End users are non-administrative who have no development privileges

and can only access applications that do not use an external
authentication scheme. For the Oracle Health Check Collections Manager
Application, almost all the users fall into this category. A special role within
the Oracle Health Check Collections Manager Application, DBA
Managers, and the DBAs manage all application users.

To grant access to the Oracle Health Check Collections Manager Application for non-
administrative users, log in to the Workspace as an administrator.

1.
2.
3.

Log in to Oracle Application Express admin user workspace.
Click the Administration tab.

Click Manage Users and Groups.

Figure 3-46 Manage Users and Groups

ORACLE Q | K

Administration

Packaged Apps Manage Service b

Manage Users and Groups

Moritor Activity

[ Dashboards

Application Builder SQL Workshop Team Development P Change My Password t
progranmminag
Click Create User.

e These users are application admin users, DBA Managers, and DBAs who can
authenticate to the application and manage their collections.

Fill in the user details.

* Follow a consistent naming convention and specify unique user names. A reasonable
naming convention would be firstname.lastname.
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Figure 3-47 Application Express User Accounts

ORALCLE Applcator Expres *
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® No

e For non-administrators, use the default, No for User is a developer and User is a
Workspace Administrator options.

Assign a temporary password for each user and communicate that password to them.
Application Express prompts them to change this password the first time they log in.

Click Create User.

3.2.3.2 Install Oracle Health Check Collections Manager Application

ORACLE

To install Oracle Health Check Collections Manager, follow these procedures.

1.

Verify if the workspace admin schema owner and the owner of the schema used for import
of the Oracle Health Check Collections Manager Application have grants to:

* Create Job
* Execute on the database packages DBMS RLS and UTL SMTP owned by the SYS user.

The Oracle Health Check Collections Manager Application is distributed as an SQL script.
Stage the script on the workstation that is used to install the application.

Execute privilege on the database package UTL SMTP is required only if you use Oracle
Health Check Collections Manager Email Notification System Feature. Oracle Health
Check Collections Manager uses UTL_SMTP package on one of the objects RAC13 EMAIL.
Failing to grant EXECUTE ON UTL_SMTP privilege to workspace owner ends up in compilation
error. You can see this information in the Installation Summary. Ignore this information, if
you are not using the Oracle Health Check Collections Manager Email Notification System
feature.
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Verify if you have required privileges by running the SQL query as follows:

select GRANTEE,TABLE NAME,PRIVILEGE from USER TAB PRIVS;

GRANTEE TABLE NAME PRIVILEGE
CM_USER DBMS RLS EXECUTE
CM_USER UTL_SMTP EXECUTE

select USERNAME, PRIVILEGE from USER SYS PRIVS;
USERNAME PRIVILEGE
CM_USER CREATE JOB

Log in to the Oracle Application Express workspace administration services.

Click Application Builder on the Home page.

Figure 3-48 Home Page

ORACLE Apsiication Expross Q »

Appiication Bulider QL Workshop Team Cevelopment Packaged Apps

, -
L]
L)
e (R Packaoed Apogs DTOQTETMING EXperience. you
HET Ve Srkagec PP can deveicg and oepley
applications that ase fast and
securs
Figure 3-49 Application Builder
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Click Import .

Click Choose import file, select the SQL script appropriate for the Oracle Application
Express version you are using:

* Apex5 CollectionManager App.sql when using Oracle Application Express 5.x
File type: select the default option Database Application, or Component Export.
File Character Set: select the default option Unicode UTF-8.

Click Next.

ORACLE
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Figure 3-50 Specify File

Import

Select the file you wish to import to the export repository. Once imported, you can install your file.
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10. Click Install Application.

Figure 3-51 File Import Confirmation
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11. Click Next.

# Note:

Ensure that the execute privilege on DBMS RLS and UTL_SMTP packages and
create job Sys privilege are granted to parsing schema owner before starting
the import of the application. This prevents database support object creation
failures that prevent the proper installation of the application.

* For Parsing Schema, select the schema specified for the workspace.
* Build Status: select default option Run and Build Application.
* Install As Application.

e Select any one option based on your requirement or if possible use the same
application id as it is easy to upgrade the application in future. However, the
application Id must be unique. Ensure that the application ID is not used by any other
application, or any workspace administrators within Oracle Application Express
Administration server.
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Figure 3-52 Install Application

Install Database Application

Instail

When you instali an appiication hawing the same ID as an existing application in the current workspace, the
existing application is deleted and then replaced by the new appiication. If you attempt to install an
application having the same ID as an existing application (n a different workspace. a benign &rror message
dispiays. If you are importing a packaged Application Express appiication, the instaiiation wizard will allow
you to install supporting objects.

Currert Workspace ORACHKCM
Ewport Sk Worspace ORACHKCM
Export Fila Workspace ITr, 527T1443584738558

Erport File Apphcation I, 2310
Curment Workspacw ORACHKCM

Export File Workgpace ORACHKCM
Expont File Worapece [D0 - SIT1442584738558
Export File Application [D 2210
Export File Version:  2013.00.01
Export File Parsing Schema ORACHKCM
Applicition Dngin This application was exported from the curmrent warkspace.
x Pasting Schama  CRACHKCW
: Build Status  Rum and Build Application

- fnstadl As Apglication ' Auto Assign New Application ID
Reuse Application [D 2310 From Export File

Change Applecation 1D

< Cance Irstall Application

12. Click Install Application.
* Installing Application takes some time, please wait.

*  Verify the application name and parsing schema, free space allocated for the
application. Ensure that install Supporting Objects, is alwaysYes.
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Figure 3-53 Supporting Objects

ORACLE Apsiication Express Sy @
Application Builder 01 Workshop Team Cevelopment Padkaged Apps
‘_ Applicason 102 Install Application
Install Application
Supporting Objects
The application installer has detected that this application's supporting objects
were prviously installed. This wizasd will guide you through the process of
upgrading thess supporting objects.
Application: 101 - Collection Manager
Bprung Schema:  ORACHKCM
Upgrade Supporong Objecs: @ Yes
No
» Tasks
Cancel Next >

e Grant the required privileges to the workspace owner.

Figure 3-54 Validations

()

ORACLE Application Express

Application Builder S0L Workshap Team Davelopment Packaged Apps

) Application 101 Install Application

Install Application
(] ®

Validations
The following validations will be performed to ensure your system is compatible
with this application.
« grant EXECUTE OM DBMS_RLS privilege to Workspace owner
= grant CREATE JOB priviiage to Warkspace owner
» grant EXECUTE ON UTL_SMTP privilege to Workspace cwner

» Tasks
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13. Click Next.

Figure 3-55 Install Applications Supporting Objects

ORACLE Application Expreas O A8 @~

Appfication Builder SQL Worlshop Team Developrment Fackaged Apps

Applicstion 101 Install Application

Install Application
o © @

Confirmation

Please confirm that you would like to install this application’s supporting objacts

»  Tasks

g e

14. Click Install.
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Figure 3-56 Application Installed Successfully

ORACLE Application Express i

Applcanon 101 Insiall Application

Install Application

Installation of database objects and seed data has failed

15. Review the Installation summary for any errors or installation of database objects and
seed data has failures.

16. Capture the application ID generated for the application from the dialog upon successful
installation of the application.

The application ID is used in the URLSs for accessing the application. Distribute the correct
URL to the eventual users of the application.

17. Click Run Application.

3.2.3.3 Log in to Oracle Health Check Collections Manager Application

To log in to Oracle Health Check Collections Manager, follow these procedures.

1. Enter user name and password details to log in to the Oracle Health Check Collections
Manager Application, click Login.
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Figure 3-57 Log in to Oracle Health Check Collections Manager Application

Collection Manager

Usemame

L, orachkem

Fassword

QN

After successful login, you are all set to use Oracle Health Check Collections Manager
Application and its features.

By default, the Oracle Health Check Collections Manager Application is deployed with
some default sample data for acclimating new users to the application. Oracle Health
Check Collections Manager displays the sample data In the Home page. Sample data is
hidden automatically once your own data starts streaming into the application as you
establish the automation and upload functionality of the tool. If you are already using the
upload functionality and have your audit check results data in the database tables, and that
data replaces the sample data.
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2.

Figure 3-58 Oracle Health Check Collections Manager Default View

Oracle Health Checks Collection Manager @ Home

@Help % My Oracle Support B> Logout

Home  Collections v Report View v Incidents v Audit Checks v Administration v

Data Interval 5 MonthiEs Business Unit 5 piciness Unit v System System o Health Score <= 100

B PASS W WARNING FAIL

Checks by Systems

10,000
1,000

0

| L

crs-czepdb081x crs-nzepc05f01x den03cgw 5cam02010201 slc17uom stbm000004-rac8. xcp24-clu

Checks by Collections Date Checks Total per Status

1,200

Audit Check Count
= =

400

Audit Check Count

o B e — A

19 24 29 4 9 14 19 24 29 3 8 13 18 23 28 3 8 13
Apr2021  May Jun Jul

Checks reported with the most failures Recent Collections

. db_lost_write_protect ~Failed 139 times o 1] stbm000004-vm15 orcl 071521 053944

. parallel_threads_per_cpu Failed 90 times nondaemon diff valid [ 21.2.0(beta) / root ] created 68 minutes ago

. sql92_security ~ Failed 90 times « ¥ E3EEENEEEN " stbm000004-vm15 orcl 071521 05343

. os_authent_prefix Failed 90 times nondaemon diff valid [ 21.2.0(beta) / root ] created 73 minutes ago

. cluster_interconnects ~ Failed 87 times o FAEEENEEENE | stbm000004-vm15 orcl 071521 044528

. High Redundancy Redolog files Failed 87 times nondaemon diff valid [ 21.2.0(beta) / root ] created 101 minutes ago

. Verify operating system hugepages count satisfies total SGA  Failed 68 times o JERN 0 den03cgw cdb19c 071521 040022 run every
. High Redundancy Controlfile Failed 67 times 4hrs [ 21.2.0(beta) / root ] created 3 hours ago

o[ 71 stbm000004-vm15 orcl 071521 040057 run
every 4hrs [ 21.2.0(beta) / root ] created 3 hours ago
o B FEAEEEAEARE " sici7uom ahfemdb 071521 030031 run every

4hrs [ 21.2.0(beta) / root ] created 4 hours ago

Checks reported with the most warnings Recent Activity

fast_start_mttr_target Warned 109 times

filesystemio_options Warned 86 times

Database init parameter DB_BLOCK_CHECKING ~Warned 64 times

Redo Log File Size  Warned 51 times

Monitoring changes to schema objects Warned 51 times
session_cached_cursors parameter Warned 47 times

Verify control_file_record_keep_time value is in recommended ~Warned 45
times

. Archivelog Mode Warned 35 times

The Home page contains Oracle Jet Charts for Checks by Systems, Checks by
Collection Date, and so on.

Apply filters for all charts by hovering over the check statuses: PASS, WARNING, or FAIL
and selecting or de-selecting them. This will still honor the global filters such as Data
Interval, Business Unit, System, and Health Score.

Click any chart series to display specific type of checks in detail for that system.

Log in to Oracle Health Check Collections Manager Application as End user:
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e The end user is not an administrator. The end users have only limited access to the
application. Non-administrator users cannot do any administrative access unless
administrator or developer privileges are granted.

* The End User accounts must exist in the workspace where the application is installed.
e Tolog in to the application, end user needs an application URL and login credentials.

Provide the end users with one of the following URLs (they are interchangeable) and
the temporary password that was assigned for them.

http://hostname:port/apex/f?p=ApplicationID

http://hostname:port/pls/apex/f2p=ApplicationID

For example:
http://dbserver.domain.com:8080/apex/f?p=103

3. Delete the sample data using one of two methods:

Administration > Delete Old Data: Select a date and then click Delete With Sample
Data.

Figure 3-59 Oracle Health Check Collections Manager - Delete Old Data

Collection Manager R orachkem M Home @Help % MyOrade Support @ Logout

Home Collections ~ ReportView ~ Incidents ~  Audit Checks ~  Administration

Delete/Purge Data | #4 Cancel Delete Without Sample Data Delete With Sample Data

Delete data older than
01-Jan-17

MNote:lt deletes all data older than selected date. Thatis, this delete job do the following things

1. Delete audit check results patch results collection zip and all the data parsed from collection zip
2. Deletes the corresponding ignore and un-ignored checks data

3. Deletes the tickets raisediclosed on the corresponding data

4. Deletes corresponding history

5. Re calculate diffs score and check counts

Configure Email > Configure Mail Server/Notification/Purge Job: click Click To Purge
SampleData.
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Figure 3-60 Oracle Health Check Collections Manager - Purge Sample Data

Collection Manager Q oracikem M Home @Help % My Orace Support @ Logout

Home Collections ~  ReportView ~ Incidents ™~  Audit Checks ~  Administration

Manage Email Server | Set My Email Server Settings &5

Server Name

internal-mail-router.oracle.com

Port Number
25

MNote: Enter valid server name and port number and use manage notifications of admin tab to test by registering valid email address

Mail Notification Job Interval Click To Disable Email Notifications % Purge Job Interval Click To Disable Purging %
© Click To Receive Email Notifications Once Every © Click to Update Retention Period Click To Purge SampleData v
Email Frequency 4 Purge Frequency |3
Interval Retention
Frequency HOURS @ Frequency  MONTHLY @

Interval Type RetentionType
Note: When the application installed first time, the Email notifications are Mote: When the application installed first time, the daily purge job enabled by
disabled by default for every 4 hours. Please configure email server details and  default for purging data older than 3 months. Please configure the frequency
then enable the Email notifications using Click to Enable/Disable Email of old data purge using Click To Update Retention Period.

notifications for all users including Admin.
Purge Job Run Details
Mail Notification Job Run Details

Log Date STATUS ERROR# ADDITIONAL_INFO
Error Additional
Run On Status Code Info 14-MAR-2017 SUCCEEDED 0 T
16-MAR-17 12.00.43.461237 AM 13-MAR-2017 SUCCEEDED O -

U =
om0 SUCCEEDED 0
12-MAR-2017 SUCCEEDED 0 -3

15-MAR-17 08.00.35.153894 PM IR -

4. To load sample data again, Configure Email > Configure Mail Server/Notification/
Purge Job and then click Click to Load SampleData.
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Figure 3-61 Oracle Health Check Collection Manager - Load Sample Data

Collection Manager Q oracikem M Home @Help % My Orace Support @ Logout

Home Collections ~  ReportView ~ Incidents ™~  Audit Checks ~  Administration

Manage Email Server | Set My Email Server Settings %

Server Name

internal-mail-router.oracle.com

Port Number
25

Mote: Enter valid server name and port number and use manage notifications of admin tab to test by registering valid email address

Mail Notification Job Interval Click To Disable Email Natifications % Purge Job Interval Click To Disable Purging %
@ Click To Receive Email Notifications Once Every © Click to Update Retention Period Click To Load SampleData X
Email Frequency 4 Purge Frequency |3
Interval Retention
Frequency HOURS & Frequency  MONTHLY @

Interval Type RetentionType
Mote: When the application installed first time, the Email notifications are Mote: When the application installed first time, the daily purge job enabled by
disabled by default for every 4 hours. Please configure email server details and  default for purging data older than 3 months. Please configure the frequency
then enable the Email notifications using Click to Enable/Disable Email of old data purge using Click Te Update Retention Period.

notifications for all users including Admin.
Purge Job Run Details
Mail Notification Job Run Details

Log Date STATUS ERROR#  ADDITIONAL_INFO
Error Additional

Run On Status Code Info 14-MAR-2017 ~ SUCCEEDED 0

16-MAR-17 120043461237 &AM 13-MAR-2017  SUCCEEDED O

UC
omo0 SUCCEEDED 0
12-MAR-2017 SUCCEEDED 0

15-MAR-17 08.00.35.153834 I
15-MAR-17 08.00.35.153834 PM ——

-07:00 . 11-MAR-2017  SUCCEEDED 0
. - 10-MAR-2017  SUCCEEDED 0
fas?%;w 17 04.0035.119812 PM — ) R k

NG_MAR-IOTT SHCCFRNFD n

3.2.3.4 Apply a Theme

To apply a theme, follow these procedures.

1. Enter user name and password details to log in to the Oracle Health Check Collections
Manager Application, click Login.

2. Click the Administration drop-down list and then select Application Theme Style.
3. Select a theme from the Desktop Theme Style list, and then click Appy Changes.

You can select any of the following Desktop Theme Styles:

* Aubergine

¢ Choco-Mint

 Redwood-Light

* Vita

* Vita-Slate

3.2.4 Upgrading Oracle Health Check Collections Manager Application

Oracle Autonomous Health Framework automatically upgrades new versions of the Oracle
Health Check Collections Manager.

Upgrade Oracle Health Check Collections Manager application from Oracle Autonomous
Health Framework. Oracle Health Check Collections Manager application is upgraded to the
latest version of whichever application your database can support.
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Upgrade Oracle Health Check Collections Manager by running the following commands.

orachk -cmupgrade

or

exachk -cmupgrade

If the Oracle Health Check Collections Manager schema changes in the future and Oracle
Autonomous Health Framework requires an Oracle Health Check Collections Manager
upgrade, then the tool automatically prompts you to upgrade.

Oracle Health Check Collections Manager goes offline during upgrade and not it is
available to receive new collections. If any collections fail to upload during upgrade, then
you can upload again by viewing and reattempting failed uploads.

# Note:

Running the command exits with the following messages, if an incompatible
APEX version is found.

Found APEX version {current version}.
The newer version of Collection Manager requires APEX 20.2 or higher.
Exiting.

Collection Manager Fresh install has to be imported from apex framework.

3.2.5 Getting Started

Familiarize yourself with the Oracle Health Check Collections Manager Application.

ORACLE

Incident Ticket System Lookup Lists and Seed Data
Oracle Health Check Collections Manager Application provides a basic Incident Ticket
system.

Access Control System
Limit and control access based on functional roles.

Oracle Health Check Collections Manager Application Administration
To restrict authorized users alone to access the application, grant sufficient privileges to
different roles.

Selectively Capturing Users During Login
By default, Oracle Health Check Collections Manager captures details of the users logging
in using LDAP authentication, and assigns them DBA role.

Configuring Email Notification System
The Oracle Health Check Collections Manager Application provides an email notification
system that users can subscribe to.

Bulk Mapping Systems to Business Units
If you have many systems, then you can quickly map those systems to business units in
Oracle Health Check Collections Manager using an XML bulk upload.
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e Purging Old Collections
By default, Oracle Health Check Collections Manager runs a purge job daily, removing
data older than three months.

3.2.5.1 Incident Ticket System Lookup Lists and Seed Data

Oracle Health Check Collections Manager Application provides a basic Incident Ticket system.

Oracle Health Check Collections Manager Application is deployed with seed data for the
lookup lists used for data entry for incident tickets:

e Products

e Category

e Customer Contacts
* Notifications

e Status Codes

* Incident Severity

* Incident Urgency

The seed data is values that are commonly used. Add or change the seed data provided with
the application. However, you must have administrator privileges to manage seed data through
the Administration tab.

To access the Administration tab, click the gear icon at the upper-right corner.

3.2.5.2 Access Control System

Limit and control access based on functional roles.

By default, the Access Control system is disabled. If Access Control is disabled, then all
authenticated users are granted administrator privileges and can access all application
features. To assign one or more roles to the end users, manage access controls through the
Administration tab. You can enable the following three functional roles available in the Oracle
Health Check Collections Manager.

e Admin: Admin role user can also be a Workspace Administrator for the application and it
depends on your functional roles requirements.

- DBA Manager: The DBA Manager can edit user roles, or assign systems to other users in
the DBA Manager BU. The scope of a DBA Manager is an entire BU, or multiple BUs.

 DBA: DBA has read-only access.Manage systems within one or more BUs, if the DBA
Managers of those BUs assign them. Manage any incidents assigned to them.

* Read Only: The user who is assigned with Read Only role will have only access to monitor
irrespective of BU admin roles.

< Note:

The Read Only role will take precedence and it will limit access to the
Administration tab and what activities can be done on Upload Collections.
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# Note:

Irrespective of whether Access Control is enabled or disabled, a user still has to
authenticate successfully into the application.

Assign role to the users after configuring the Access Control system.

3.2.5.3 Oracle Health Check Collections Manager Application Administration

To restrict authorized users alone to access the application, grant sufficient privileges to
different roles.

Admin

Any end user who is granted an admin role by the workspace administrator has administrator
privileges within the Collection Manager application.

Log in to Oracle Health Check Collections Manager Application using a URL as follows:

http://hostname:port/apex/f?p=ApplicationID
http://hostname:port/pls/apex/f?p=ApplicationID

For example:

http://dbserver.domain.com:8080/apex/f?p=103

As an admin user, you must see the Administration menu at the upper-right corner.

* Following are the admin user privileges:
— Add or revoke admin privileges
— Define Business Units (BU)
— Assign DBA Manager role to users
— Assign DBA Managers to one or more BUs
— Assign systems to BUs (a system can belong to one BU)
— Assign DBAs to DBA Managers
— Assign systems to DBAs
— Ignore any check on a collection, BU, or system
— Create and assign incidents to any user
— Manage all incidents
e Only Admin role can edit any section under the Administration menu.

e The administrators must configure data based on their requirements under the
administration menu to prepare for the wider usage of the application. This is a one-time
activity, however, change the configuration over time to suit your needs.

Examples of the configuration data that you need set up are:
— Products

— Customers (internal designations for workgroups)
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— Categories

— Notifications

— Status codes

— Manage Email Server and Job details

— Manage Notifications

— Incident Severity

— Urgency

— Manage User Roles and Assign systems to users
— Business Units (BUs)

— Assign systems to BUs

DBA Manager
Any user who is granted the DBA Manager role.

Log in to Oracle Health Check Collections Manager Application using a URL as follows:

http://hostname:port/apex/f?p=ApplicationID
http://hostname:port/pls/apex/f?p=ApplicationID

The DBA Managers see an Administration menu at the upper-right corner of the application.

Figure 3-62 Oracle Health Check Collections Manager - DBA Manager Administration

Collection Manager ,Q, orachkkem M Home @ Help % My Oracle Support @ Logout

Home Collections ~  ReportView “ Incidents ~  Analytics = Administration g

Checks reported with the most failures | > | Recent Colluiie ik

Products
. db_block_checksum  Failed 4
times ; Ticket Category
. db_lost_write_protect  Failed 2 Customer
times
. Flashback database on primary [ Home Page Notification

Failed 2 times
Primary database protection with
Data Guard Failed 1 times Configure Email

Application Errors

Look up Codes

Business Unit
Users & Roles

: Z Delete Old Data
Checks reported with the most . :

' >
warnings

Access Control List
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Click Users and Roles.

Figure 3-63 Oracle Health Check Collections Manager - DBA Manager - Manage User
Roles

R omchicm M Home @ belp ' by Oocle Support B Logows

Mianage User Roles

LUser Mamse Role Hame Bk 5¥5 Mame Ediz Updated By Updiated On

Mansge LHer

(omeim [ e ot |

Wagr Name

[F 51 USERMAME Fewoke Logen Ascesy
2
=]

The DBA Manager can edit user roles, or assign systems to other users in the DBA Manager
BU. The scope of a DBA Manager is an entire BU, or multiple BUs.

Following are the DBA manager privileges:

« Assign DBAs to BUs the manager manages

* Assign DBAs to one or more systems

* Ignore any check on a collection, BU, or system

e Create incidents for any system

e Assign incidents to DBAs that manage the systems in their BUs

* Manage any incidents for systems within their assigned BUs

DBA
Any user who is granted the DBA role.

Log in to Oracle Health Check Collections Manager Application using a URL as follows:

http://hostname:port/apex/f?p=ApplicationID
http://hostname:port/pls/apex/f?p=RApplicationID
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The DBA must see the Administration menu at the upper-right corner of the application.

Any end user who is granted administrator role by the workspace administrator has
administrator privileges within the Oracle Health Check Collections Manager application.

Figure 3-64 Oracle Health Check Collections Manager - DBA Manager Administration

Collection Manager Q orachkem M Home @Help % My Oracle Support @ Logout

Home Collections ~  ReportView *~ Inadents »  Analytics ~  Administration g

Checks reported with the most failures | > | Recent Collciia ik

Products
. db_block_checksum  Failed 4 o
times i Ticket Category
R, ; f
. db_lost_write_protect  Failed 2 Customer
times s [
. Flashback database on primary [ Home Page Notification

Failed 2 times
. Primary database protection with
Data Guard  Failed 1 times

Application Errors

Configure Email

Look up Codes

Business Unit
Users & Roles

: £ Delete Old Data
Checks reported with the most = :

. >
warnings

Access Control List

Click Users and Roles.

DBA has read-only access.
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Figure 3-65 Oracle Health Check Collections Manager - DBA Manager - Manage User
Roles

R omchicm M Home @ belp ' by Oocle Support B Logows

Manage User Roles

User Mamse Role Hame Bk 5¥5 Mame Ediz Updated By Updated On

Wlansge e

(omeom [ e ot |

User Name

[F 51 USERMAME Fewoke Logen Ascesy

=]

<]

Following are the DBA privileges:

e Cannot manage Access Control List

* Manage systems within one or more BUs, if the DBA Managers of those BUs assign them
e Ignore any check on a collection or system they manage

e Manage any incidents assigned to them

3.2.5.4 Selectively Capturing Users During Login

By default, Oracle Health Check Collections Manager captures details of the users logging in
using LDAP authentication, and assigns them DBA role.

However, you can disable automatic capture and re-enable anytime later. If you disable, then
you must manually create users and assign them roles.

1. Click Administration, and then select Users and Roles.

2. To disable automatic capture of users details, click Don’t Capture User Details (When
Login).
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Figure 3-66 Don’t Capture User Details (When Login)

Manage Users
Q Go Actions Dont Capture User Details (When Login)

3. To re-enable automatic capture of user details, click Capture User Details (When Login).

Figure 3-67 Capture User Details (When Login)

Manage Users

&~ Go Actions v Capture User Details (When Login}

3.2.5.5 Configuring Email Notification System

The Oracle Health Check Collections Manager Application provides an email notification
system that users can subscribe to.

The setup involves:
*  Configuring the email server, port, and the frequency of email notifications.

* Registering the email address

< Note:

Only the administrators have the privilege to manage Email Notification Server and
Job details.

1. Log in to Oracle Health Check Collections Manager, and then click Administration >
Configure Email > Configure Email Server/Notification/Purge tab.
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Figure 3-68 Oracle Health Check Collections Manager - Configure Email Server

Collection Manager

Home Collections ' Report View °

Manage Email Server | Set My Email Server Settings &5

Server Name

internal-mail-router.oracle.com

Port Number

25

Incidents ™ Audit Checks

R oracikenm M Home @Help % MyOradeSupport @ Logout

Administration

MNote: Enter valid server name and port number and use manage notifications of admin tab to test by registering valid email address

Mail Notification Job Interval Click To Disable Email Netifications X

© Click To Receive Email Notifications Once Every

Email Frequency 4
Interval

Frequency HOURS @
Interval Type
Note: When the application installed first time, the Email notifications are
disabled by default for every 4 hours. Please configure email server details and
then enable the Email notifications using Click to Enable/Disable Email

Purge Job Interval

Click To Disable Purging %

© Click to Update Retention Period Click To Purge SampleData v

Purge Frequency |3
Retention

Frequency  MONTHLY @
RetentionType
Mote: When the application installed first time, the daily purge job enabled by
default for purging data older than 3 months. Please configure the frequency
of old data purge using Click To Update Retention Period.

notifications for all users including Admin.
Purge Job Run Details

Mail Notification Job Run Details
Log Date STATUS ERROR# ADDITIONAL_INFO

Error Additional

Run On Status Code Info 14-MAR-2017 SUCCEEDED 0

13-MAR-2017 SUCCEEDED 0

-MAR-17 12.00.43.461237 .
16 ‘N‘A 17 12.00.43.461237 AM SUCCEEDED o

12-MAR-2017 SUCCEEDED 0

15-MAR-17 08.00.35.153894 PM I

a. Specify a valid Email Server Name, Port Number, and then click Set My Email
Server Settings.

b. Set Email Notification Frequency as per your needs.
See the Notification Job Run Details on the same page.

2. Click Administration > Configure Email > Email Notification Preferences.
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Figure 3-69 Oracle Health Check Collections Manager - Email Notification
Preferences

Collection Manager R oradiken M Home @Help %My OradeSupport B Logout

Home Collections ~ ReportView “~ Incadents ™~  Audit Checks ~  Administration

Register For Email Notifications

Email Id

some.one@acompany.com

¥/ subscribe/Unsubscribe My Mail Notifications

Business Unit Specific Collection Notifications | Selectll BU || UnSelectAll BU |

| DEFAULT [ SAMPLE

Collection Notifications

) New Collections Without Comparisons
Collections Regressed with Warnings
Collections that Improved with Passes

¥ Collections Regressed with Failures

ORAchk CM Tablespace MNofifications
|-/ ORAchk CM space in data hase falls below 500MB

Mote: Please malke sure the email-id is valid. All subscribed users will receive nofifications for the systems that they have access on their nofification preferences,
provided if ACL system is enabled. Use the Test email button o verify proper email delivery. If there is a problem please contact your administrator.
Note: Select atleast one business unitto receive the email notification

Test your email settings
Test Email

Use the Test email button to verify proper email delivery. Please make sure the subscribed email-id is valid. If there is a problem please contact your
administrator.

a. If you are accessing for the first time, then enter your email address.

Subsequent access to Manage Notifications page shows your email address
automatically.

b. By default, Subscribe/lUnsubscribe My Mail Notifications is checked. Leave as is.

c. Under Business Unit Specific Collection Notifications, choose the business unit
that you want notifications for.

d. Under Collection Notifications, choose the type of collections for which you want to
receive notifications.

e. Select to receive notification when the available space in ORAchk CM tablespace falls
below 100 MB.

f. Validate the notification delivery by clicking Test under Test your email settings.

If the configuration is correct, you must receive an email. If you do not receive an
email, check with your admin.

Following is the sample notification:

From: username@domainname.com

Sent: Thursday, January 28, 2016 12:21 PM
To: username@domainname.com

Subject: Test Mail From Collection Manager

Testing Collection Manager Email Notification System

g. Click Submit.
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# Note:

Manage Notifications section under the Administration menu is available for all users
irrespective of the role.

If the ACL system is enabled, then the registered users receive notifications for the
systems that they have access to. If the ACL system is not configured, then all
registered users receive all notifications.

Depending on the selections, you made under Collection Notifications section, you receive
an email with Subject: Collection Manager Notifications containing application
URL with results.

Figure 3-70 Oracle Health Check Collections Manager - Sample Email Notification

From: usemame@domainname.com [mailto:usemame@domainname.com] |
Sent: Wednesday, February 03, 2016 1:24 AM

To: usemame@domainname.com

Subject: Collection Manager Notifications

Found Diff for the following collections

BU Name System Mame Previous Collection Curmrent Collection Collection DifferenceType Comments

DEFAULT cloudD0290036 orachk_cloud0029_SOLTEM_010416_080310 orachk_cloud0029_SOLTEN_010416_072847 Collections Regressed with Failures Click here for details

DEFAULT cloud00290036 orachk_cloud0029_SOLTEN_123015_074624 orachk_cloud0029_SOLTEMN_010416_080310 Collections Regressed with Failures Click here for details
DEFAULT cloudD0290036 orachk_cloud0029 SOLTEM_ 123015 062009 orachk_cloud0029_SOLTEN_123015 074624 Collections Regressed with Warnings Click here for details

DEFAULT cloudD0290036 orachk_cloud0029_SOLTEM_010416_072847 orachk_cloud0029_SOLTEN_010416_125702 Collections Regressed with Warnings Click here for details

Under Comments column, click the Click here links for details. Click the respective URLS,
authenticate, and then view respective comparison report.
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Figure 3-71 Oracle Health Check Collections Manager - Sample Diff Report
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3.2.5.6 Bulk Mapping Systems to Business Units
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If you have many systems, then you can quickly map those systems to business units in
Oracle Health Check Collections Manager using an XML bulk upload.

1. Click Administration > Business Unit > Assign System to BU.

2. Click Bulk Mapping.

ORACLE"
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Figure 3-72 Bulk Mapping

Collection Manager 8 orachkem M Home @Help % My OradeSupport @ Logout

Home Collections »  ReportView ~ Incidents ™  Analytics Administration

Business Unit & System

Bulk Mapping

Unit Name System Mame  Host Names
DEFAULT  »”myserver36 myserver29
myserver3(d
myserver31
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& UATCRS  fbegblablg9
SAMPLE  sample nmdecetrainl9
1-6

3. Upload a mapping XML.
a. Click Generate XML File (Current Mapping).

b. Download the resulting XML file that contains your current system to business unit
mappings.

Figure 3-73 Upload a mapping XML

Collection Manager Q orachkem M Home @ Help % My Orade Support [ Logout

Home Collections ~  ReportView  Incidents ~  Analytics Administration v

Import File Upload Mapping (XML File) Export Generated XML
Generate XML File (Current Mapping)

Mo filez attached.

Generated
File Name By Generated On
Mote: Use unigue names for the upload files. Entries
in xml file maps the BU-System S 06-SEP-15
‘!’ mapping.xml ORACHECM 06.45.46.962966

and pre-create the parent entries of BU. A

c. Amend the XML to show mappings that you want.

d. Upload new Mapping XML through Upload Mapping (XML File).
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3.2.5.7 Purging Old Collections

By default, Oracle Health Check Collections Manager runs a purge job daily, removing data
older than three months.

To adjust or disable the collection purging frequency:

1. Click Administration > Configure Email > Configure Mail Server/Notification/Purge
Job.

Figure 3-74 Manage Email Server and Job Details

M Home @ Help W MyOred

Administration

Add New User Defined (hedks

Products

Configure Mail Server/Motification/Purge Job

Email Notification Preferences

2. Select an appropriate option:

» Change the frequency of purges by setting different values in Purge Frequency , and
then click Click To Purge Every.

e To disable purging, click Click To Disable Purging.
e To re-enable purging, click Click To Enable Purging.
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Figure 3-75 Oracle Health Check Collections Manager - Configure Purging
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Mail Notification Job Interval | Click To Disable Email Notifications % Purge Job Interval | Click To Disable Purging 3
Click To Receive Email Notifications Once Every @ Click to Update Retention Period Click To Purge SampleData »*
Email Frequency 4 Purge Frequency 3
Interval Retention
Frequency HOURS & Frequency  MONTHLY | #

Interval Type RetentionType
Mote: When the application installed first time, the Email notifications are MNote: When the application installed first time, the daily purge job enabled by
disabled by default for every 4 hours. Please configure email server details and  default for purging data older than 3 months. Please configure the frequency
then enable the Email notifications using Click to Enable/Disable Email of old data purge using Click To Update Retention Period.

notifications for all users including Admin,
Purge Job Run Details
Mail Notification Job Run Details

Log Date STATUS ERROR# ADDITIONAL_INFO
Error Additional
Run On Status Code Info 14-MAR-2017 SUCCEEDED ]
16-MAR-17 12.00.43.461237 AM 13-MAR-2017 SUCCEEDED 0

UCCEEDED |
e SUCCEEDED 0

12-MAR-2017 = SUCCEEDED 0
15-MAR-17 08.00.35.153894 PM I

3.2.6 Oracle Health Check Collections Manager Application Features

ORACLE"

Familiarize yourself with the features of Oracle Health Check Collections Manager Application.

e Global Select Lists
Oracle Health Check Collections Manager Application provides an option to display data
based on the select lists like Business Units, Systems, and Data for last periods of time.

e Home Tab
Displays systems and their statuses, and recent activities of all users who has permission
to access the application.

e Collections Tab
Displays incidence information for each collection, and collection score for failed, warning,
and failed checks.

e Collections > Browse Sub Tab
Enables you to list individual checks based on filters set.

e Collections > Compare Sub Tab
Compare tab enables you to compare audit check results and patch results.

* Report View Tab
Provides a graphical representation of database checks, instance checks, home path
checks, and system health checks.
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e Upload Collections Sub Tab
Provides an interface to manually upload a collection into Oracle Health Check Collections
Manager Application and provides a list of uploaded collections and file details.

e Tracking Support Incidents
The Incidents tab gives you a complete system for tracking support incidents.

* Authoring User-Defined Checks
User-defined checks are checks written, tested, verified, and maintained by you that are
specific to your environment.

3.2.6.1 Global Select Lists

Oracle Health Check Collections Manager Application provides an option to display data based
on the select lists like Business Units, Systems, and Data for last periods of time.

All these select lists are global within the application and options available on starting of each
tab.

¢ Business Unit
e System

« Datainterval

3.2.6.2 Home Tab

ORACLE

Displays systems and their statuses, and recent activities of all users who has permission to
access the application.

« Displays systems and their statuses in graphs with color coded green, orange, and red
based on check results (passed, warning, and failed).

* The Home tab provides an option to display the data based on select lists like Business
Units and Data for last periods of time. There is also an option to filter the most failed/
warned checks and recent collections based on system name.

* The Most Failed Checks region displays information for the most frequently failed checks
for all collections for the time period, Business Unit, or System selected, and displays the
check name, fail count. There is a similar region for most warned checks.

* The Recent Collections region displays brief information about recently uploaded
collections based on time frame, Overall score with Fail, Warning, and Pass counts and a
Status flag. Recent collections are automatically compared to the last collection from the
same system, whenever it occurred, if there is one.

Status Flags are color-coded green, orange, or red based on the comparison between the
recent collection and the last collection, if any.

— GREEN: There is no difference at all between the two collections or one or more
findings from the last collection improved from WARNING or FAIL to PASS or there
was no earlier collection to compare with.

— ORANGE: There were one or more regressions between the last collection and the
most recent on a given system. In other words some findings transitioned in a negative
way, for example, PASS to WARNING.

— RED: There were one or more regressions between the last collection and the most
recent on a given system. In other words some findings transitioned in a negative way,
for example, PASS to FAIL.

* Recent Activity in User Range shows recent activities by all users across all collections
specific to the access role granted the user.
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— DBA role users can see everything that happens in the systems assigned to them.

— DBA Manager role users can see everything within their Business Unit and the
systems assigned to them.

— Admin role user can see everything when there is a collection data uploaded in to the
application.

Figure 3-76 Home Tab

Collection Manager ,Q. orachkem  Jll Home @Help % MyOracle Support B Logout

Home Collections ~ ReportView ~ Incidents ~  AuditChecks ™~  Administration

Data Interval Business Unit | All Business Unit v

Health Score <= Refresh

System | All System v

B passes  EwarniNGS  EEEIFAILS

100%

0%

B80%

70%

0%

50% -]

4%

30%

2%

10%

T

aboeplidbadm01 ik chul
Checks reported with the most failures & | Recent Collections i

Verify celldisk configuration on flash memory devices  Failed 4 times 2 Hn i abc0ldbadmO1 102516 080013 [
Configure Storage Server alerts to be sent via email  Failed 4 times 12.1.0.2.6 [ root | created 5 weeks ago

Verify there are no griddisks configured on flash memory dev  Failed 3 S osx: ] 15 | o] U abcep00dbadm0l 100316 162912 |
times 12.1.0.2.7 / root ] created 8 weeks ago

Verify Exadata Smart Flash Cache is created  Failed 3 times

Verify total number of griddisks with a given prefix name iz Failed 3

times

Verify celldisk configuration on disk drives  Failed 1 times

3.2.6.3 Collections Tab

Displays incidence information for each collection, and collection score for failed, warning, and
failed checks.

» Displays all collections and allows you to filter the list of collections based on Business
units and System. You can also filter based on Status flag. The list is also inherently
filtered to those collections the user has access to, based on their assigned role.

» Displays incident information for each collection indicated by Delta (A) color coded red,
blue, and green based on ticket status. Click the delta symbol to raise a new ticket or alter
the ticket for an entire collection.

— RED (No Incident ticket exists): Click to create a new incident ticket for the collection
or individual checks.

— BLUE (An open Incident ticket exists): Click to open the incident ticket for editing.
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— GREEN (A closed Incident ticket exists): Click opens the closed incident ticket for
viewing.

* Collection Score is calculated based on failed, warning, and passed checks.

If a user raised a ticket for the collection, resolved the issues and the ticket is closed
signifying the issues have all been resolved, then Oracle Health Check Collections
Manager changes the collection score to 100%.

If a user raised a ticket for an individual check and if it is closed signifying that the finding
has been resolved, then Oracle Health Check Collections Manager changes the status of
the check as PASS and recalculates the collection score.

Collection Score is derived using following formula.
— Every check has 10 points.

— Failure deducts 10 points.

— Warning deducts 5 points.

— Info deducts 3 points.

A More Info link next to a collection indicates that the collection was manually uploaded
into the application.

»  Click the linked collection name in the list to load the collection in the Browse tab.

Figure 3-77 Collections Tab
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Filter by Profiles
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3.2.6.4 Collections > Browse Sub Tab

Enables you to list individual checks based on filters set.

*  Set filters once the list of checks is created.

* Create and alter incident tickets for individual audit check findings similar to as described in
the Collections tab.
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Select checks to ignore and to undo previously ignored checks. Select the check box
beside the audit check and click Ignore Selected. Oracle Health Check Collections
Manager marks them as FAIL-IGNORED, indicating that the check had failed but is
ignored.

Oracle Health Check Collections Manager ignores the checks for the entire level based on
the level selected for ignoring.

To ignore selected failed checks, you must choose the ignore type from the following list:
— Ignore from collection

— lIgnore from system

— lgnore from a business unit

— Ignore from all business units

# Note:

The domain for ignoring checks is within the role assigned to the user.

All ignored checks are listed under the Ignored Checks tab. If needed, undo ignore.
To undo the selected Ignored checks, consider the type from the following list:

— Undo ignore from collection

— Undo ignore from system

— Undo ignore from business unit

— Undo ignore from all business units

# Note:

The domain for undoing ignored checks is within the role assigned to the
user.
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Figure 3-78 Browse Sub Tab
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3.2.6.5 Collections > Compare Sub Tab

Compare tab enables you to compare audit check results and patch results.
e Compare Audit check Results

— Compare the audit check findings from two different collections based on Business

Unit, System, DB Version and Platform. The collections available for comparison are
limited to filters set.

— Compare collections from the same or different systems.
e Compare Patch Results

— Compare installed Oracle patches from two different collections. The comparison
displays the difference between the two collections based on patch results.
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Figure 3-79 Compare Sub Tab - Audit Checks Diff
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Figure 3-80 Compare Sub Tab - Patch Results Diff
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# Note:

Row highlighted indicates that a patch is recommended, but it is not installed in either
of the collections.

3.2.6.6 Report View Tab

Provides a graphical representation of database checks, instance checks, home path checks,
and system health checks.

* Provides a printable view option to print the graphical summary of system collection

» Displays separate graphical summary view for database checks, instance checks, and
home path checks breakup based on check type and check status in collection

» Displays system health check details based on status and check type in collection
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Figure 3-81 Report View Tab - Summary
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Figure 3-82 Report View Tab - Details
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3.2.6.7 Upload Collections Sub Tab

Provides an interface to manually upload a collection into Oracle Health Check Collections
Manager Application and provides a list of uploaded collections and file details.

These manually uploaded collections are unzipped and their data imported into the framework
as if they had been uploaded at runtime when the tool was run. Therefore, even if the tool is
not configured for automatic upload into the Oracle Health Check Collections Manager
Application, you can always upload collections manually.

# Note:

Using a combination of tables and environment variables, you can automate the
process of uploading collections into the database hosting the Oracle Health Check
Collections Manager Application at runtime.
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Figure 3-83 Upload Collections Sub Tab
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3.2.6.8 Tracking Support Incidents

The Incidents tab gives you a complete system for tracking support incidents.

»  Specify contact details of each customer, products and categories, and then set up values
to limit status codes, severity, and urgency attributes for an incident

* Raise a new ticket by clicking the Delta (A) symbol. Oracle Health Check Collections
Manager displays the delta symbol only in the Collections and Browse tabs

* The Browse tab enables you to create a new ticket on individual checks
* The Collections tab enables you to create a single ticket for entire the collection
* Delta (A) symbol is color coded red, blue, and green based on the ticket status

— RED (No Incident ticket exists): Initiates the process to create a new incident ticket
for the collection or individual checks

— BLUE (An open Incident ticket exists): Opens the incident ticket for editing

— GREEN (A closed Incident ticket exists): Opens the closed incident ticket for
viewing

»  Track the progress of the ticket in an update area of the ticket, or add attachments and
links to the incident

» Use tags to classify incidents and use the resulting tag cloud in your reports

* Incident access and management happen only within your access control range
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# Note:

Incident Tracking feature is a basic stand-alone system and it is not designed for
integration with other commercial enterprise-level trouble ticketing systems.

Figure 3-84 Incidents Tab

Collection Manager | & i oy st |

Wome  Colectons  Browss  Compare  UpksfColecton  lcent  ignomed Checks e @

Incident Tracking Features

e Search options

e Track and analyze incident tickets

e  Flexible and updateable incident status
e Robust reporting

* Link, Note, and File Attachments

*  Flexible Access Control (reader, contributor, administrator model)

* Incidents Tab
Create or edit incident tickets for individual checks or for an entire collection.

3.2.6.8.1 Incidents Tab

Create or edit incident tickets for individual checks or for an entire collection.

The statuses of each ticket is represented by icons with different colors. You can act upon by
clicking those icons.

e Creating Incident Tickets
Follow these procedures to create incident tickets.

e Editing Incident Tickets
Follow these procedures to edit incident tickets.

3.2.6.8.1.1 Creating Incident Tickets

ORACLE"

Follow these procedures to create incident tickets.
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Click the Delta (A) symbol colored RED.
Add your ticket details.

Click Next.

Select the Product and Product Version.
Click Next.

@ g w N P

Select the Urgency of the ticket.

7. Select the Severity of the ticket.

8. Select the Status of the ticket.

9. Select the Category of the ticket.

10. Enter a summary and description of the incident.
11. Click Create Ticket.

3.2.6.8.1.2 Editing Incident Tickets

Follow these procedures to edit incident tickets.
1. Click the Incident tab.

2. Click Open Tickets.

3. Click the ticket.

4. Click Edit Ticket.

5. Alter required details, click Apply Changes.

¢ Note:

Click the delta symbol colored GREEN in the Collections or Browse tabs to edit
incident tickets.

3.2.6.9 Authoring User-Defined Checks

ORACLE

User-defined checks are checks written, tested, verified, and maintained by you that are
specific to your environment.

Oracle supports the framework for creating and running user-defined checks, but not the logic
of the checks. It is your responsibility to test, verify, author, maintain, and support these checks.
The checks are run at runtime by the Oracle Orachk and Oracle Exachk script. Oracle Orachk
and Oracle Exachk display the results of the user-defined checks in the User Defined Checks
section of the HTML report.

The user-defined checks are stored in the Oracle Health Check Collections Manager schema
and output to an XML file, which is co-located with the Oracle Orachk script. When Oracle
Orachk 12.1.0.2.5 and later run on your system, the tool checks for the presence of this XML
file. If found, then Oracle Orachk runs the checks contained therein, and includes the results in
the standard HTML report.

1. Click Analytics > User Defined Checks (or alternatively, Administration > Add New
User Defined Checks to skip to step 3).
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Figure 3-85 User Defined Checks
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Select Add New Check.
Select OS Check or SQL Check as Audit Check Type.

This choice decides how your check logic is coded. Operation System checks use a
system command to determine the check status. SQL checks run an SQL statement to
determine the check status.

Figure 3-86 User Defined Checks Tab - Audit Check Type
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Once you have selected an Audit Check Type, Oracle Health Check Collections Manager
updates the applicable fields.

Any time during authoring, click the question mark next to a field to see help
documentation specific to that field.

OS and SQL commands are supported. Running user defined checks as root is NOT
supported.

ORACLE"
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Figure 3-87 User Defined Checks Tab - Audit Check Type - OS Check

Collection Manager
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Once a check is created, it is listed in the Available Audit Checks section.

You can create checks and each can be filtered using the filters on this page.

ORACLE"
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Figure 3-88 User Defined Checks Tab - Available Audit Checks
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Click the Generate XML.
On the right, find a link to download the generated user defined checks.xmnl file.

All the checks that have been authored and have not been placed on hold are included in
the XML file when generated. Placing checks on hold is equivalent to a logical delete. If a
problem is discovered with a check or the logic has not been perfected, it can be placed on
hold to keep it from being included in the XML file until it is production ready. The hold can
be removed to include it in the XML file next time it is generated.

Download the user defined checks.xmnl file and save it into the same directory as
Oracle Orachk and Oracle Exachk tools. Oracle Orachk and Oracle Exachk run the user-
defined checks the next time they run.

Figure 3-89 User Defined Checks Tab - Download User Defined Checks

¥ | Download Generated XML (user_defined _checks.xml)

Download  Date_Generated Generated_By Delete XML

09/07/2016 02:56:09 ORACHKCM @

[
|
[

3-167



Chapter 3
Oracle Health Check Collections Manager for Oracle Application Express 20.2+

Alternatively, to run only the user-defined checks use the profile user defined checks.
When this option is used, then the user-defined checks are the only checks run. The User
Defined Checks section is the only one with results displayed in the report.

orachk -profile user defined checks

exachk -profile user defined checks

To omit the user-defined checks at runtime, use the —excludeprofileoption.

orachk -excludeprofile user defined checks

exachk -excludeprofile user defined checks

3.2.7 Viewing and Reattempting Failed Uploads

ORACLE

Configure Oracle Autonomous Health Framework to display and reattempt to upload the failed
uploads.

The tools store the values in the collection dir/outfiles/check env.out file to
record if the previous database upload was successful or not.

The following example shows that database upload has been set up, but the last upload was
unsuccessful:

DATABASE UPLOAD SETUP=1
DATABASE UPLOAD STATUS=0

To view and reattempt failed uploads:

1. To view failed collections, use the -checkfaileduploads option.

orachk -checkfaileduploads

exachk -checkfaileduploads

For example:

$ orachk -checkfaileduploads

List of failed upload collections
/home/oracle/orachk myserver 042016 232011.zip
/home/oracle/orachk myserver 042016 231732.zip
/home/oracle/orachk myserver 042016 230811.zip
/home/oracle/orachk myserver 042016 222227.zip
/home/oracle/orachk myserver 042016 222043.zip

2. To reattempt collection upload, use the -uploadfailed option
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Specify either all to upload all collections or a comma-delimited list of collections:

orachk -uploadfailed alll|list of failed collections

exachk -uploadfailed alll|list of failed collections

For example:

orachk -uploadfailed "/home/oracle/orachk myserver 042016 232011.zip, /
home/oracle/orachk myserver 042016 231732.zip"

# Note:

You cannot upload collections uploaded earlier because of the SQL unique
constraint.

3.2.8 Oracle Health Check Collections Manager Application Uninstallation

Anytime you can decommission Oracle Health Check Collections Manager Application setup.
Follow these steps sequentially to uninstall the application leaving no residual files.

Deleting Oracle Health Check Collections Manager Application
You need administrative privileges to uninstall Oracle Health Check Collections Manager
Application.

Deleting Workspace Admin
You need administrative privileges to delete a workspace. There may exist one or more
workspaces so be cautious while deleting workspaces.

3.2.8.1 Deleting Oracle Health Check Collections Manager Application

You need administrative privileges to uninstall Oracle Health Check Collections Manager
Application.

ORACLE

After successful uninstallation, application definition and the supporting objects are deleted
from the hosting database.

1.

Log in to Oracle Health Check Collections Manager Application.

http://hostname:port/apex
http://hostname:port/pls/apex/

For example:
http://dbserver.domain.com:8080/apex/

Specify the Workspace Name, Workspace Username, and Password, and then click
Login.
Click Application Builder.

Select Collection Manager Application, then click Edit.
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Click Edit Application Page.
Click Delete.
Choose Deinstallation Options.

» Select the Remove Application Definition & Deinstall Supporting Objects
Deinstallation Options.

e Click Deinstall.

3.2.8.2 Deleting Workspace Admin

You need administrative privileges to delete a workspace. There may exist one or more
workspaces so be cautious while deleting workspaces.

1.
2
3.

6

Log in to Oracle Application Express.
Click Manage Workspaces.

Under Workspace Reports, click Existing Workspaces, and check the Workspace
name.

Under Action, click Delete.

Select the check box to confirm that you want to proceed with the removal and then click
Next.

Click Remove Workspace.

The install process displays the Workspace has been successfully removed
message.

Related Topics

http://docs.oracle.com/cd/E59726_01/install.50/e39144/db_pluggable.htm#HTMIG29436

3.2.9 Troubleshooting Oracle Health Check Collections Manager

This topic describes how to troubleshoot Oracle Health Check Collections Manager.

ORACLE

1.

If you see any error like, error at line 13: PLS-00201: identifier 'UTL SMTP' must
be declared in the Installation Summary, then grant execute on UTL_SMTP privilege to the
parsing schema or workspace owner.

If there is a requirement to download files from within the Oracle Health Check Collections
Manager, then two more steps are required. These steps are NOT required to upload files
into Oracle Health Check Collections Manager.

Before installing the Oracle Health Check Collections Manager, run the DDL mentioned
below to re-create the Application Express built-in function
WWV_FLOW EPG INCLUDE MOD LOCAL in the APEX XXXXX Oor FLOW XXXXxX schema whichever
is appropriate to your environment. After re-creating the function, ensure that it is in VALID
state.

CREATE OR replace FUNCTION Wwv_flow epg include mod local(
procedure name IN VARCHARZ)
RETURN BOOLEAN

Is

BEGIN
RETURN TRUE; ----- It should be always “RETURN TRUE”
IF Upper (procedure name) IN ( '' ) THEN

3-170


http://docs.oracle.com/cd/E59726_01/install.50/e39144/db_pluggable.htm#HTMIG29436

ORACLE

Chapter 3
Oracle Health Check Collections Manager for Oracle Application Express 20.2+

RETURN TRUE;
ELSE
RETURN FALSE;
END IF;
END Wwv_flow epg include mod local;

Once the Oracle Health Check Collections Manager is installed, run RCA13 GET DOC to
enable file downloads:

SQL> grant execute on RCA13 GET DOC to public;

Ensure that Oracle Application Express is installed successfully. If you have revoked any
default system privileges from default Application Express users, then grant them again.

Ensure that all the Oracle Application Express related users are not locked and expired.

alter user ANONYMOUS account unlock;

alter user XDB account unlock;

alter user APEX PUBLIC USER account unlock;
alter user FLOWS FILES account unlock;

If you see any issues in setting up email notifications, then verify your ACL permissions
and privileges to the application schema on the SMTP mail server.

For example, to create ACL system and grant privileges to Application schema, do as
follows:

BEGIN
DBMS NETWORK ACL ADMIN.CREATE ACL(acl => 'apexl.xml',
description => 'APEX ACL',
principal => 'ORACHK CM USERNAME',
is_grant => true,
privilege => 'connect');
DBMS NETWORK ACL ADMIN.ADD PRIVILEGE (acl => 'apexl.xml',
principal => 'ORACHK CM USERNAME',
is_grant => true,
privilege => 'resolve');
DBMS NETWORK ACL ADMIN.ASSIGN ACL(acl => 'apexl.xml',
host => 'mailservername.com', lower port=>10,upper port=>1000);
END;
/
COMMIT;

If you see that any uploaded collection processing is not started or collection status is
NEW for long time, then verify the database scheduler job RCA13 PROCESS DATA status and
ensure that the job is enabled and running fine.

select * from user scheduler jobs where job name like 'RCAl3 %';
select * from user scheduler running jobs where job name like 'RCA13 %'

select * from user scheduler job run details where job name like 'RCA13 %'
order by log date desc;

RCA13 COL_ % job is used for processing each collection by having unique job.
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This logger helps you in debugging the non-processing collections with reference like

select * from rcal3 log order by ins date desc;

You can view the logs by clicking Upload Collections > Log.

Figure 3-90 Upload Collections - Log

Uploaded Collections Add Collection Delete Selected

O Collection Name Status Html Report Uploaded On Uploaded By BU/SYS Info Log
B R 4 orachk_slcn20-admin_011916_210433.zip Processed View 22-MAR-17 09.59.50.000000 PM KAVITHA.DHANASEKAR DEFAULT: slcn20-admin

Figure 3-91 Upload Collections - Viewing Logs

Process Log

Back
Log Message Log Date

START: Started processing collection 22-MAR-17 10.00.45.407958 PN
FINISH: Finished getting list of files from Zip archive 22-M1AR-17 10.00.45.170801 P
START: Started parsing non HTHLAML files 22-MAR-17 10.00.46.171218 P
FINISH: Finished parsing non HTHLXL files. 22-MAR-17 10.00.47.660812 PN
START: Started Processing files other than HTHIL file 22-MAR-17 10.00.47.661085 P
FINISH: Finished processing files other than HTHL file 22-MAR-17 10.00.47.847813 PN
START: Started inserting AuditChecks into auditcheck_resulttable 22MAR-17 10.00.47.862051 P
INSERT Finished inserting checks into auditcheck_resulttable 22MAR-17 10.00.47.954452 P
START: Started parsing HTMLAXHL files 22-MAR-17 10.00.47.955194 PN
INSERT: Inserted HTHL Reportinto rca13_docs 22-MAR-17 10.00.48.001921 PN
STARTPRO: Started Processing orachk_slcn20-admin_011916_210433/orachk_slcn20-admin_011916_210433 himifile  22-MAR-17 10.00.48.009914 P

FINISHPRO: Finished processing orachk_slcn20-admin_011916_210433/0rachk_slcn20-admin_011916_210433 himifile  22-MAR-17 10.00.49.856615 PM

STARTPRO: Started Processing orachk_s! dmin_011916. ¥ i file 22MAR-17 10.00.50.525400 PM
FINISHPRO: Finished processing orachk_sl dmin_011916_2104 r mifile 22-MAR-17 10.00.50.863640 P
START: Started updating checks rationale Information 22-W1AR-17 10.00.50.864534 P
FINISH: Finished updating checks rationale Information 22-MAR-17 10.00.51.217241 P
FINISH: Finished processing collection 22-MAR-17 10.00.51.219669 P

1-17

8. If you see that collection process is failed due to lack of space in Oracle Application
Express tablespace and application schema tablespace, then increase the tablespace
sizes as much as needed.

3.2.10 Integrating Collection Manager with Oracle Internet Directory (LDAP)
for Authentication

After installing APEX, you can integrate AHF Collection Manager with Oracle Internet Directory
(LDAP) for authentication. The steps are provided below.

# Note:

These screenshots are from an APEX 18.x release.

1. Ensure that LDAP authentication is working fine.

-bash-4.2$ which ldapbind
/scratch/testuser/Middleware/Oracle Home/bin/ldapbind
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For non-SSL:
-bash-4.2$ ldapbind -h host.example.com -p 3060 -D 'cn=orcladmin' -w

* Kk k ok ok ok ok ok

bind successful

For SSL:
-bash-4.2$ ldapbind -h host.example.com -p 3131 -U 1 -D 'cn=orcladmin' -w
*kkkkkk*k

bind successful

2. Loginto APEX as the collection manager workspace ADMIN.

For example:

Workspace: orachkcm, User: orachkcm, Password: **x#***xx#*x%

Figure 3-92 Oracle Application Express Login

ORACLE APEX

4

b 4
Oracle App;ication Express
£ orachkem
R, orachkem
Q ........ 1

3. Click App Builder menu and then the Collection Manager App.
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Figure 3-93 App Builder

ORACLE APEX  App Builder SQL Workshop v Team Development App Gallery

Create Import Dasl

Qv Go 98 EH  Actionsv

Collection
Manager
C M 2310

4. Click Shared Components and then Security: Authentication Schemes.
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Figure 3-94 Shared Components

ORACLE APEX  App Builder SQL Workshop Team Development App Gallery v

(1) Application 2310

Application 2310 - Collection Manager

®

®D

Run Application Supporting Objects Shared Components

Qv Go B8 ER  Actionsv

@ = T

0-0 1-Home 2 - Tickets

3 - Reports

1M I
= BN = B
6 - Status Code 7 - Incident Severity 8 - Severity 9 - Products
1M I
= %* = o®o0
12 - Urgency Code 13 - Product Versions 14 - Product Version 15 - Create Ticke

ORACLE"
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Figure 3-95 Security Authentication Schemes

ORACLE APEX  App Builder SQL Workshop v Team Development App Gallery

@ Application 2310 ' Shared Components

Application Logic Security
Application Definition Attributes Security Attributes
Application ltems Authentication Schemes
Application Processes Authorization Schemes
Application Computations Application Access Control
Application Settings Session State Protection
Build Options Web Credentials
Navigation User Interface
Lists User Interface Attributes
Navigation Menu Themes
Tabs (Legacy) Templates
Breadcrumbs

Classic Navigation Bar Entries

Data Sources Reports
Data Load Definitions Report Queries
REST Enabled SQL Report Layouts

Web Source Modules

5. On the Authentication Schemes page, click Create.
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Figure 3-96 Create Authentication Schemes

ORACLE APEX App Builder SQL Workshop Team Development App Gallery

@ Application 2310 ' Shared Components ' Authentication Schemes

Authentication Schemes Subscription History
Qv Go 88 BB Actions v
Name T= Scheme Type
AHFCM_LDAP_AUTH - Current LDAP Directory
Application Express Application Express Accounts
R orachkem  [§ orachkem @en Copyright © 1999, 2018, Oracle. ,

6. On the Create Authentication Scheme page, select Based on a pre-configured scheme
from the gallery and then click Next.
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Figure 3-97 Create Authentication Schemes

ORACLE APEX App Builder SQL Workshop Team Development App Gallery

@ Application 2310 ' Shared Components ' Authentication Schemes ' Create

Create Authenticat

Method

When you create a new authentication scheme, you have several options. Most let you
applications within your workspace. There are even some pretested schemes you can

Create Scheme: Based on a pre-configured scheme
As a copy of an existing authenticatio

> Information

Cancel

R orachkem  [§ orachkem @en Copyright © 1999, 2018, Oracle. ,

Create / Edit Authentication Scheme page is displayed.
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Figure 3-98 Create/Edit Authentication Scheme

ORACLE APEX  App Builder SQL Workshop Team Development App Gallery

@ Application 2310 ' Shared Components ' Authentication Schemes ' Create / Edit
< Authentication Scheme

Name

* Name ||

* Scheme Type  Application Express Accounts v

7. Onthe Create/Edit Authentication Scheme page, enter Name and Scheme Type.

For example:
Name: AHF CM OID AUTH

Scheme Type: Select LDAP Directory
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Figure 3-99 Create/Edit Authentication Scheme
ORACLE APEX  App Builder SQL Workshop v Team Development App Gallery

@ Application 2310 ' Shared Components . Authentication Schemes ' Create / Edit
< Authentication Scheme

Name

*Name AHF_CM_LDAP_AUTH

* Scheme Type v Application Express Accounts
Custom
Database Accounts
HTTP Header Variable
No Authentication
Open Door Credentials
Oracle Application Server Single Sign-On
Social Sign-In

The Create/Edit Authentication Scheme page expands.
8. Enter additional LDAP settings.
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Figure 3-100 Additional LDAP Settings

ORACLE APEX  App Builder SQL Workshop Team Development App Gallery

@ Application 2310 ' Shared Components ' Authentication Schemes ' Create / Edit

<  Authentication Scheme

Name
*Name  AHF_CM_LDAP_AUTH
* Scheme Type |LDAP Directory v
Settings
* Host
Port
Use SSL  No SSL v

* Distinguished Name (DN) String
Use Exact Distinguished Name (DN)  Yes v

LDAP Username Edit Function

Username Escaping  Standard v

Enter the details that match your Oracle Internet Directory (LDAP) environment.
For example:

Host: host.example.com

Port: 3131

Use SSL: SSL

Distinguished Name (DN) String: cn=%LDAP USER%

Use Exact Distinguished Name: Yes
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Figure 3-101 Additional LDAP Settings

ORACLE APEX  App Builder SQL Workshop Team Development App Gallery

@ Application 2310 ' Shared Components ' Authentication Schemes ' Create / Edit

<  Authentication Scheme

Name
*Name  AHF_CM_LDAP_AUTH
* Scheme Type |LDAP Directory v
Settings
* Host
Port
Use SSL  No SSL v

* Distinguished Name (DN) String
Use Exact Distinguished Name (DN)  Yes v

LDAP Username Edit Function

Username Escaping  Standard v

9. Click Test LDAP Login.
This will populate most of the data you entered previously.

10. Under Credentials for Test Login, enter the LDAP username and password that you
would like to test.
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Figure 3-102 LDAP Test

ORACLE APEX  App Builder SQL Workshop v Team Development App Gallery

@Applica’(ion 2310 '\ Shared Components | Aut!—— = - T
LDAP Tes
< Authentication Scheme
Name * Port 3131
*
Name  AHF_C\ Use SSL:  SSL v

*
Scheme Type  LDAPD )50 Exact Distinguished Name (DN) Yes No

Settings * Distinguished Name (DN) String  cn=%LDAP_USER%
* Host den03c¢ Username Escaping  Standard v
Port 3131 LDAP Username Edit Function
Use SSL  SSL

x Distinguished Name (DN) String  cn=%LL
Use Exact Distinguished Name (DN)  Yes
LDAP Username Edit Function
Credentials for Test Login
*
Username  orcladmin

Password  seeseees

Username Escaping  Standari

Close

11. Click Test Login.

If the details we provided are correct and the OID (LDAP) is configured correctly. then you
will notice and "Authenticated" Message:

ORACLE" 3.183



ORACLE

Chapter 3
Oracle Health Check Collections Manager for Oracle Application Express 20.2+

Figure 3-103 LDAP Test

ORACLE APEX  App Builder SQL Workshop v Team Development v App Gallery

@Applica‘(ion2310 Shared Components ' Autl = - T

LDAP Tes
< Authentication Scheme
Authenticated
Name
- Parameters
Name  AHF_CA
Scheme Type LDAP D
*Port 3131
Settings
Use SSL:  SSL v

* Host den03c¢

Use Exact Distinguished Name (DN) Yes No
Port 3131

. Distinguished Name (DN) String  ch=%LDAP_USER%
Use SSL  SSL

e Username Escaping  Standard v
Distinguished Name (DN) String  cn=%LL

LDAP Username Edit Function
Use Exact Distinguished Name (DN)  Yes

LDAP Username Edit Function

Usetname Escaping [Blon Credentials for Test Login

Close

# Note:

If the authentication fails, validate the LDAP details using 1dapbind command
from an OID client home and then click Apply Changes and click Create
Authentication Scheme.

At this time, you should see the following screen.
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Figure 3-104 Authentication Scheme Activated

ORACLE APEX  App Builder SQL Workshop v Team Development App Gallery

@ Application 2310 '\ Shared Components ' Authentication Schemes

/" Action processed.Authentication scheme activated as current authentication scheme.

Authentication Schemes Subscription History
Qv Go 285  EE  Actionsv
Name T= Scheme Type
AHFCM_LDAP_AUTH LDAP Directory
AHF_CM_LDAP_AUTH - Current LDAP Directory
Application Express Application Express Accounts
R orachkem [§ orachkem @Den Copyright © 1999, 2018, Oracle. |

Note that the most recent LDAP Directory scheme will be shown as Current.

12. Now, sign out as the ADMIN for ORACHKCM workspace.
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Figure 3-105 Workspace Sign Out

ORACLE APEX  App Builder SQL Workshop v Team Development App Gallery

@ Application 2310 ' Shared Components ' Authentication Schemes

+/~ Action processed.Authentication scheme activated as current authentication scheme.

Authentication Schemes Subscription History
Qv Go 55  ER  Actionsv
Name T= Scheme Type
AHFCM_LDAP_AUTH LDAP Directory
AHF_CM_LDAP_AUTH - Current LDAP Directory
Application Express Application Express Accounts
R orachkem & orachkem @en Copyright © 1999, 2018, Oracle. ,

13. Log in to Collection Manager Application directly using the LDAP user.

For example: orcladmin/********
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Figure 3-106 Log in to Collection Manager

Collection Man

Username

K orcladmin

Password

@ seeeseee

A successful login will authenticate and bring you into the collection manager application.
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Figure 3-107 Logging successfully in to Collection Manager

Oracle Health Checks Collection Manager

Home Collections

Report View |V

Incidents (v

Audit Checks

Administration (Vv

Data Interval B

Month

v

Checks reported with the most failures

Business Unit

All Business Unit

v

Checks reported with the most warnings

System

All System v
no data found
= | Recel
No Cc
= | Recel
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Collect Diagnostic Data

Managing and Configuring Oracle Trace File Analyzer
This section helps you manage Oracle Trace File Analyzer daemon, diagnostic collections,
and the collection repository.

Using Automatic Diagnostic Collections
Oracle Trace File Analyzer monitors your logs for significant problems, such as internal
errors like ORA-00600, or node evictions.

Using On-Demand Diagnostic Collections
Run Oracle Trace File Analyzer on demand using tfactl command-line tool.

Proactively Detecting and Diagnosing Performance Issues for Oracle RAC

Oracle Cluster Health Advisor provides system and database administrators with early
warning of pending performance issues, and root causes and corrective actions for Oracle
RAC databases and cluster nodes. Use Oracle Cluster Health Advisor to increase
availability and performance management.

Collecting Operating System Resources Metrics

CHM is a high-performance, lightweight daemon that collects, analyzes, aggregates, and
stores a large set of operating system metrics to help you diagnose and troubleshoot
system issues.

Monitoring System Metrics for Cluster Nodes
This chapter explains the methods to monitor Oracle Clusterware.

Managing Oracle Database and Oracle Grid Infrastructure Logs
This section enables you to manage Oracle Database and Oracle Grid Infrastructure
diagnostic data and disk usage shapshots.

4.1 Managing and Configuring Oracle Trace File Analyzer

This section helps you manage Oracle Trace File Analyzer daemon, diagnostic collections, and
the collection repository.

ORACLE

Querying Oracle Trace File Analyzer Status and Configuration
Use the print command to query the status or configuration.

Managing the Oracle Trace File Analyzer Daemon

Oracle Trace File Analyzer runs from init on UNIX systems or init/upstart/systemd on
Linux, or Microsoft Windows uses a Windows Service so that Oracle Trace File Analyzer
starts automatically whenever a node starts.

Managing the Repository
Oracle Trace File Analyzer stores all diagnostic collections in the repository.

Managing Collections
Manage directories configured in Oracle Trace File Analyzer and diagnostic collections.

Configuring the Host
You must have root or sudo access to tfactl to add hosts to Oracle Trace File Analyzer
configuration.
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e Configuring the Ports

Chapter 4

Managing and Configuring Oracle Trace File Analyzer

The Oracle Trace File Analyzer daemons in a cluster communicate securely over ports

5000 to 5005.

e Configuring SSL and SSL Certificates
View and restrict SSL/TLS protocols. Configure Oracle Trace File Analyzer to use self-
signed or CA-signed certificates.

*  Configuring Email Notification Details
Configure Oracle Trace File Analyzer to send an email to the registered email address
after an automatic collection completes.

* Managing the Index

Oracle Trace File Analyzer uses multiple indexes to store diagnostic data.

4.1.1 Querying Oracle Trace File Analyzer Status and Configuration

Use the print command to query the status or configuration.

Table 4-1 Configuration Listing and Descriptions

Configuration Listing

Default Value

Description

Automatic diagnostic
collection

Trimming of files during
diagnostic collection

Repository maximum size in
MB

Trace Level

ORACLE

ON

ON

Smaller of either 10GB or
50% of free space in the file
system.

INFO

Triggers a collection if a significant problem
occurs.

Possible values:
« ON
+ OFF

Trims the log files to only entries within the
time range of the collection.

Possible values:

« ON

« OFF

The largest size the repository can be.

Increases the level of verbosity.
Possible values:

« FATAL

* ERROR

*  WARNING
* INFO

- DEBUG

* TRACE

A value of INFO results in the least amount
of trace. A value of TRACE results in the
most amount of trace.

Oracle recommends changing the trace
level value only at the request of Oracle
Support.

4-2



Chapter 4
Managing and Configuring Oracle Trace File Analyzer

Table 4-1 (Cont.) Configuration Listing and Descriptions
]

Configuration Listing Default Value Description

Automatic Purging ON Purges collections when:
Free space in the repository falls below 1
GB.
Or

Before closing the repository.

Purging removes collections from largest
size through to smallest. Purging continues
until the repository has enough space to

open.

Minimum Age of Collections 12 The least number of hours to keep a

to Purge (Hours) collection, after which it is eligible for
purging.

Minimum Space free to 500 Suspends log scanning if free space in the

enable Alert Log Scan (MB) tfa_home falls below this value.

Related Topics

e tfactl print
Use the tfactl print command to print information from the Berkeley DB (BDB).

4.1.2 Managing the Oracle Trace File Analyzer Daemon

Oracle Trace File Analyzer runs from init on UNIX systems or init/upstart/systemd on
Linux, or Microsoft Windows uses a Windows Service so that Oracle Trace File Analyzer starts
automatically whenever a node starts.

To manage Oracle Trace File Analyzer daemon:

The init control file /etc/init.d/init.tfa is platform dependant.
1. To start or stop Oracle Trace File Analyzer manually:

e tfactl start: Starts the Oracle Trace File Analyzer daemon

* tfactl stop: Stops the Oracle Trace File Analyzer daemon

If the Oracle Trace File Analyzer daemon fails, then the operating system restarts the
daemon automatically.

2. To enable or disable automatic restarting of the Oracle Trace File Analyzer daemon:

* tfactl disable: Disables automatic restarting of the Oracle Trace File Analyzer
daemon.

° tfactl enable: Enables automatic restarting of the Oracle Trace File Analyzer
daemon.

4.1.3 Managing the Repository

Oracle Trace File Analyzer stores all diagnostic collections in the repository.

The repository size is the maximum space Oracle Trace File Analyzer is able to use on disk to
store collections.
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e Purging the Repository Automatically
e Purging the Repository Manually

4.1.3.1 Purging the Repository Automatically

ORACLE

Oracle Trace File Analyzer closes the repository, if:

* Free space in TFA HOME is less than 100 MB, also stops indexing

* Free space in ORACLE BASE is less than 100 MB, also stops indexing

* Free space in the repository is less than 1 GB

e Current size of the repository is greater than the repository max size (reposizeMB)

The Oracle Trace File Analyzer daemon monitors and automatically purges the repository
when the free space falls below 1 GB or before closing the repository. Purging removes
collections from largest size through to smallest until the repository has enough space to open.

Oracle Trace File Analyzer automatically purges only the collections that are older than
minagetopurge. By default, ninagetopurge is 12 hours.

To purge the repository automatically

1. To change the minimum age to purge:

set minagetopurge=number of hours

For example:

tfactl set minagetopurge=48

Purging the repository automatically is enabled by default.

2. To disable or enable automatic purging:

set autopurge=0ON|OFF

For example:
tfactl set autopurge=ON
3. To change the location of the repository:

set repositorydir=dir

For example:
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# Note:

You must name your new directory as repository.

tfactl set repositorydir=/opt/repository
4. To change the size of the repository:

set reposizeMB

For example:
tfactl set reposizeMB=20480

Related Topics

* tfactl set
Use the tfactl set command to enable or disable, or modify various Oracle Trace File
Analyzer functions.

4.1.3.2 Purging the Repository Manually

To purge the repository manually:

1. To view the status of the Oracle Trace File Analyzer repository:
tfactl print repository

2. To view statistics about collections:
tfactl print collections

3. To manually purge collections that are older than a specific time:
tfactl purge -older number[h|d] [-force]

Related Topics

e tfactl purge
Use the tfactl purge command to delete collections and log files from AHF components
from the local node.

e tfactl print
Use the tfactl print command to print information from the Berkeley DB (BDB).

4.1.4 Managing Collections

Manage directories configured in Oracle Trace File Analyzer and diagnostic collections.

* Including Directories
Add directories to the Oracle Trace File Analyzer configuration to include the directories in
diagnostic collections.
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* Managing the Size of Collections
Use the Oracle Trace File Analyzer configuration options trimfiles, maxcorefilesize,
maxcorecollectionsize, and diagcollect -cores to include core files.

e Temporarily Restrict Automatic Diagnostic Collections for Specific Events
Use the tfactl blackout command to suppress automatic diagnostic collections.

4.1.4.1 Including Directories

Add directories to the Oracle Trace File Analyzer configuration to include the directories in
diagnostic collections.

Oracle Trace File Analyzer then stores diagnostic collection metadata about the:
e Directory

e Subdirectories

e Files in the directory and all sub directories

All Oracle Trace File Analyzer users can add directories they have read access to.

To manage directories:

1. To view the current directories configured in Oracle Trace File Analyzer

tfactl print directories [ -node all | local | nl,n2,... ]
[ -comp component namel,component nameZ2,.. ]

[ -policy exclusions | noexclusions ]

[ -permission public | private ]

2. To add directories:

tfactl directory add dir

[ -public ]

[ -exclusions | -noexclusions | -collectall ]
[ -node all | nl,n2,... ]

3. Toremove a directory from being collected:
tfactl directory remove dir [ -node all | nl,n2,... ]

Related Topics

e tfactl directory
Use the tfactl directory command to add a directory to, or remove a directory from the
list of directories to analyze their trace or log files.

e tfactl print
Use the tfactl print command to print information from the Berkeley DB (BDB).
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4.1.4.2 Managing the Size of Collections

Use the Oracle Trace File Analyzer configuration options trimfiles, maxcorefilesize,
maxcorecollectionsize, and diagcollect -cores to include core files.

To manage the size of collections:

1.

To trim files during diagnostic collection:

tfactl set trimfiles=ON|OFF

*  When set to ON (default), Oracle Trace File Analyzer trims files to include data around
the time of the event

* When set to OFF, any file that was written to at the time of the event is collected in its
entirety

To set the maximum size of core file to n MB (default 50 MB):

tfactl set maxcorefilesize=n

Oracle Trace File Analyzer skips core files that are greater than maxcorefilesize.

To set the maximum collection size of core files to n MB (default 500 MB):

tfactl set maxcorecollectionsize=n

Oracle Trace File Analyzer skips collecting core files after maxcorecollectionsize is
reached.

To collect core files with diagnostic collections:

tfactl diagcollect -cores

Related Topics

tfactl diagcollect
Use the tfactl diagcollect command to perform on-demand diagnostic collection.

tfactl set
Use the tfactl set command to enable or disable, or modify various Oracle Trace File
Analyzer functions.

4.1.4.3 Temporarily Restrict Automatic Diagnostic Collections for Specific Events

ORACLE

Use the tfactl blackout command to suppress automatic diagnostic collections.

If you set blackout for a target, then Oracle Trace File Analyzer stops automatic diagnostic
collections if it finds events in the alert logs for that target while scanning.

You can also restrict automatic diagnostic collection at a granular level, for example, only for

ORA-00600 or even only ORA-00600 with specific arguments.

tfactl blackout add -targettype database -target mydb -event "ORA-00600"
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Event "ORA-00600" is blacked out until Wed Feb 20 00:20:34 PST 2019 on targettype :
database, target : mydb

You can also blackout a resource that does not exist yet. For example, if you want to create a
database and you do not want to care about the status until the provisioning is completed, then
do as follows:

1. Blackout the database you are about to create
2. Create the database

3. Remove the blackout

Related Topics

» tfactl blackout
Use the tfactl blackout command to suppress diagnostic collections at a more granular
level. By default, blackout will be in effect for 24 hours.

4.1.5 Configuring the Host

ORACLE

You must have root or sudo access to tfactl to add hosts to Oracle Trace File Analyzer
configuration.

To add, remove, and replace SSL certificates:

1. To view the list of current hosts in the Oracle Trace File Analyzer configuration:
tfactl print hosts

2. To add a host to the Oracle Trace File Analyzer configuration for the first time:
a. If necessary, install and start Oracle Trace File Analyzer on the new host.

b. From the existing host, synchronize authentication certificates for all hosts by running:

tfactl syncnodes

If needed, then Oracle Trace File Analyzer displays the current node list it is aware of
and prompts you to update this node list.

c. SelectY, and then enter the name of the new host.

Oracle Trace File Analyzer contacts Oracle Trace File Analyzer on the new host to
synchronize certificates and add each other to their respective hosts lists.

3. Toremove a host:
tfactl host remove host
4. To add a host and the certificates that are already synchronized:

tfactl host add host

Oracle Trace File Analyzer generates self-signed SSL certificates during installation.
Replace those certificates with one of the following:

« Personal self-signed certificate

e CA-signed certificate
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4.1.6 Configuring the Ports

The Oracle Trace File Analyzer daemons in a cluster communicate securely over ports 5000 to
5005.

If the port range is not available on your system, then replace it with the ports available on your
system.

To change the ports:

1.

To set the primary port use the tfactl set port command:

tfactl set port=port I

Or, specify a comma-delimited list of sequentially numbered ports to use. You can specify a
maximum of five ports.

tfactl set port=port I1,port 2,port 3,port 4,port 5
Restart Oracle Trace File Analyzer on all nodes:

tfactl restart

4.1.7 Configuring SSL and SSL Certificates

View and restrict SSL/TLS protocols. Configure Oracle Trace File Analyzer to use self-signed
or CA-signed certificates.

Configuring SSL/TLS Protocols
The Oracle Trace File Analyzer daemons in a cluster communicate securely using the
SSL/TLS protocols.

Configuring Self-Signed Certificates
Use Java keytool to replace self-signed SSL certificates with personal self-signed
certificates.

Configuring CA-Signed Certificates
Use Java keytool and openssl to replace self-signed SSL certificates with the Certificate
Authority (CA) signed certificates.

Configuring SSL Cipher Suite
The cipher suite is a set of cryptographic algorithms used by the TLS/SSL protocols to
create keys and encrypt data.

4.1.7.1 Configuring SSL/TLS Protocols

The Oracle Trace File Analyzer daemons in a cluster communicate securely using the
SSL/TLS protocols.

ORACLE

The SSL protocols available for use by Oracle Trace File Analyzer are:

TLSv1.2
TLCvl.1

TLSv1
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Oracle Trace File Analyzer always restricts use of older the protocols SSL.v3 and SSLv2Hello.

To view and restrict protocols:

1. To view the available and restricted protocols:

tfactl print protocols

For example:

$ tfactl print protocols

| Available : [TLSvl, TLSvl.2, TLSv1.1l] |
| Restricted : [SSLv3, SSLv2Hello] |

2. To restrict the use of certain protocols:

tfactl restrictprotocol [-force] protocol

For example:

tfactl restrictprotocol TLSvl

4.1.7.2 Configuring Self-Signed Cetrtificates

Use Java keytool to replace self-signed SSL certificates with personal self-signed certificates.

# Note:

The key size of default self-signed certificates shipped by TFA is 2048 bits.

To configure Oracle Trace File Analyzer to use self-signed certificates:

1. Create a private key and keystore file containing the self-signed certificate for the server:

keytool -genkey -alias server full -keyalg RSA -keysize 2048 -validity
18263 -keystore myserver.jks

2. Create a private key and keystore file containing the private key and self signed-certificate
for the client:

keytool -genkey -alias client full -keyalg RSA -keysize 2048 -validity
18263 -keystore myclient.jks
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Export the server public key certificate from the server keystore:

keytool -export -alias server full -file myserver pub.crt -keystore
myserver.jks -storepass password

Export the client public key certificate from the client keystore:

keytool -export -alias client full -file myclient pub.crt -keystore
myclient.jks -storepass password

Import the server public key certificate into the client keystore:

keytool -import -alias server pub -file myserver pub.crt -keystore
myclient.jks -storepass password

Import the client public key certificate into the server keystore:

keytool -import -alias client pub -file myclient pub.crt -keystore
myserver.jks -storepass password

Restrict the permissions on the keystores to root read-only.
chmod 400 myclient.jks myserver.jks
Configure Oracle Trace File Analyzer to use the new certificates:

tfactl set sslconfig

tfactl set sslconfig

Please Enter server certificate path : /u0l/oracle.ahf/data/host/tfa/myserver.jks
Please Enter Password for server keystore keypass

Please Confirm Password for server keystore keypass

Please Enter Password for server keystore storepass

Please Confirm Password for server keystore storepass

Please Enter client certificate path? : /uOl/oracle.ahf/data/host/tfa/myclient.jks
Please Enter Password for client keystore keypass

Please Confirm Password for client keystore keypass

Please Enter Password for client keystore storepass

Please Confirm Password for client keystore storepass

SSL certificate details successfully set

The certificates are restricted to root read only

Restart the Oracle Trace File Analyzer process to start using new certificates:

tfactl restart
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4.1.7.3 Configuring CA-Signed Certificates

ORACLE

Use Java keytool and openssl to replace self-signed SSL certificates with the Certificate
Authority (CA) signed certificates.

To configure Oracle Trace File Analyzer to use CA-signed certificates:

1. Create a private key for the server request:
openssl genrsa -aes256 -out myserver.key 2048
2. Create a private key for the client request:
openssl genrsa -aes256 -out myclient.key 2048
3. Create a Certificate Signing Request (CSR) for the server:
openssl req -key myserver.key -new -sha256 -out myserver.csr
4. Create a Certificate Signing Request (CSR) for the client:
openssl req -key myclient.key -new -sha256 -out myclient.csr

5. Send the resulting CSR for the client and the server to the relevant signing authority.
The signing authority sends back the signed certificates:
* myserver.cert
* myclient.cert
* CAroot certificate
* Intermediate certificate
6. Convert the certificates to JKS format for the server and the client:

openssl pkcsl2 -export -out serverCert.pkcsl2 -in myserver.cert -inkey
myserver.key

keytool -v -importkeystore -srckeystore serverCert.pkcsl2 -srcstoretype
PKCS12 -destkeystore myserver.jks -deststoretype JKS

openssl pkcsl2 -export -out clientCert.pkcsl2 -in myclient.cert -inkey
myclient.key

keytool -v -importkeystore -srckeystore clientCert.pkcsl2 -srcstoretype
PKCS12 -destkeystore myclient.jks -deststoretype JKS

7. Import the server public key into to the client ks file:

keytool -import -v -alias server-ca -file myserver.cert -keystore
myclient.jks
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Import the client public key to the server jks file:

keytool -import -v -alias client-ca -file myclient.cert -keystore
myserver.jks

Import CA root certificate from the signing authority into the Oracle Trace File Analyzer
server certificate:

keytool -importcert -trustcacerts -alias root -file caroot.cert -keystore
myserver.jks

Import Intermediate certificate into the Oracle Trace File Analyzer server certificate:

keytool -importcert -trustcacerts -alias inter -file intermediate.cert -
keystore myserver.jks

Import Intermediate certificate into the Oracle Trace File Analyzer client certificate:

keytool -importcert -trustcacerts -alias inter -file intermediate.cert -
keystore myclient.jks

Validate aliases.

List contents of server keystore:

keytool -list -keystore myserver.jks -storepass <password>

Output should contain the following aliases:

1, client-ca, root, inter

List contents of client keystore:

keytool -list -keystore myclient.jks -storepass <password>

Output should contain the following aliases:

1, server-ca, inter
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# Note:

e Ifalias 1 (PrivateKeyEntry) is missing in myserver. jks, then run below

command to update alias.
Change alias name for PrivateKeyEntry in myserver. jks:

keytool -changealias -alias "<alias of PrivateKeyEntry>" -
destalias "1" -keystore myserver.jks -storepass <password>

o Ifalias 1 (PrivateKeyEntry) iS missing in myclient. jks, then run below

command to update alias.
Change alias name for PrivateKeyEntry inmyclient. jks:

keytool -changealias -alias "<alias of PrivateKeyEntry>" -
destalias "1" -keystore myclient.jks -storepass <password>

13. Restrict the permissions on the keystores to root read-only:

chmod 400 myclient.jks myserver.jks

14. Configure Oracle Trace File Analyzer to use the new certificates:

tfactl set sslconfig

tfactl
Please
Please
Please
Please
Please
Please
Please
Please
Please
Please

set sslconfig

Enter server certificate path : /u0l/oracle.ahf/data/host/tfa/myserver.jks
Enter Password for server keystore keypass :

Confirm Password for server keystore keypass :

Enter Password for server keystore storepass :

Confirm Password for server keystore storepass

Enter client certificate path? : /u0l/oracle.ahf/data/host/tfa/myclient.jks
Enter Password for client keystore keypass :

Confirm Password for client keystore keypass :

Enter Password for client keystore storepass :

Confirm Password for client keystore storepass

SSL certificate details successfully set
The certificates are restricted to root read only

15. Restart the Oracle Trace File Analyzer process to start using the new certificates.

tfactl stop
tfactl start

4.1.7.4 Configuring SSL Cipher Suite

The cipher suite is a set of cryptographic algorithms used by the TLS/SSL protocols to create
keys and encrypt data.

ORACLE

Oracle Trace File Analyzer supports any of the cipher suites used by JRE 1.8.

The default cipher suite used is TLS RSA WITH AES 128 CBC_ SHA256.
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You can change the cipher suite with the command:

tfactl set ciphersuite=cipher suite

For example:

tfactl set ciphersuite=TLS RSA WITH AES 128 GCM SHA256

For a list of JRE cipher suites, see:
https://docs.oracle.com/javase/8/docs/technotes/guides/security/
SunProviders.html#SunJSSEProvider

4.1.8 Configuring Email Notification Details

Configure Oracle Trace File Analyzer to send an email to the registered email address after an
automatic collection completes.

ORACLE

To send emails, configure the system on which Oracle Trace Analyzer is running. You must
configure notification with a user email address to enable it to work.

To configure email notification details:

1.

To set the notification email to use for a specific ORACLE HOME, include the operating system
owner in the command:

tfactl set notificationAddress=os user:email

For example:
tfactl set notificationAddress=oracle:some.bodyl@example.com
To set the notification email to use for any ORACLE HOME:

tfactl set notificationAddress=email

For example:
tfactl set notificationAddress=another.bodyl@example.com

Configure the SMTP server using tfactl set smtp.

Set the SMTP parameters when prompted.

Table 4-2 tfactl diagnosetfa Command Parameters

Parameter Description

smtp.host Specify the SMTP server host name.
smtp.port Specify the SMTP server port.
smtp.user Specify the SMTP user.
smtp.password Specify password for the SMTP user.
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Table 4-2 (Cont.) tfactl diagnosetfa Command Parameters
|

Parameter Description
smtp.auth Set the Authentication flag to true or false.
smtp.ssl Set the SSL flag to true or false.
smtp. from Specify the from mail ID.
smtp.to Specify the comma-delimited list of recipient mail IDs.
smtp.cc Specify the comma-delimited list of CC mail IDs.
smtp.bcc Specify the comma-delimited list of BCC mail IDs.
smtp.debug Set the Debug flag to true or false.

¢ Note:

You can view current SMTP configuration details using tfactl print smtp.

Verify SMTP configuration by sending a test email using tfactl sendmail email address.

When Oracle Trace File Analyzer detects a significant error has occurred it will send an

email notification as follows:

Figure 4-1 Email Notification

w1 vodafone UK = 18:35 W F R 73% (E)
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Event: *ORA-00600*
Event time: Thu Sep 13 10:17:18 PDT
2018

File containing event: /scratch/app/
oradb/diag/rdbms/ogg11204/
0gg112041/tracefalert_ogg112041.log

String containing event: ORA-00600:
internal error code, arguments:
[ktfbtgex-7], [1015817], [1024],
no1ss16], 0.0, 0, 0, 0, 0. 0, O

Logs will be collected at: Jopt/

oracle tfaftfafrepository/
auto_srdcORA-00600_2018_09.13T1
0_0718_node_myserverg9

F B W KX ™

Do the following after receiving the notification email:

a. To find the root cause, inspect the referenced collection details.
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b. If you can fix the issue, then resolve the underlying cause of the problem.

c. If you do not know the root cause of the problem, then log an SR with Oracle Support,
and upload the collection details.

4.1.9 Managing the Index

Oracle Trace File Analyzer uses multiple indexes to store diagnostic data.

The DBA tools and diagnostic collections can use either an index (default), or the shipped
Berkeley DB (BDB).

Using the index results in lower CPU usage and faster average execution times for diagnostic
collections and the running of DBA tools such as 1s, grep, tail, vi, and so on. However, using
the index requires more ongoing resource consumption than the Berkeley DB (BDB).

If you do not use the DBA tools and are prepared to wait longer for collections to complete, you
can disabled this indexing by running:

tfactl set indexInventory=false

ISA telemetry data is stored in a Lucene index. Occasionally this index can get corrupted. If
corruption is detected then by default the index will be dropped and recreated. This can result
in the loss of some ISA telemetry data.

If you do not want to risk losing any ISA data you can change this behavior to restore, so the
index is backed up and redo data is maintained.

1. (Default) To drop and recreate, use:
tfactl set indexRecoveryMode=recreate
2. To backup, maintain redo data and restore the index, use:

tfactl set indexRecoveryMode=restore

4.2 Using Automatic Diagnostic Collections

ORACLE

Oracle Trace File Analyzer monitors your logs for significant problems, such as internal errors
like ORA-00600, or node evictions.

e Collecting Diagnostics Automatically
This section explains automatic diagnostic collection concepts.

e Configuring Email Notification Details
Configure Oracle Trace File Analyzer to send an email to the registered email address
after an automatic collection completes.

e Collecting Problems Detected by Oracle Cluster Health Advisor
Configure Oracle Cluster Health Advisor to automatically collect diagnostics for abnormal
events, and send email notifications.

e Sanitizing Sensitive Information in Oracle Trace File Analyzer Collections
After collecting copies of diagnostic data, Oracle Trace File Analyzer uses Adaptive
Classification and Redaction (ACR) to sanitize sensitive data in the collections.
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* Flood Control for Similar Issues
Flood control mechanism helps you save resource through fewer repeat collections for
similar issues.

4.2.1 Collecting Diagnostics Automatically

ORACLE

This section explains automatic diagnostic collection concepts.
If Oracle Trace File Analyzer detects any problems, then it performs the following actions:
* Runs necessary diagnostics and collects all relevant log data at the time of a problem

* Trims log files to collect only what is necessary for diagnosis

* Collects and packages all trimmed diagnostics from all nodes in the cluster, consolidating
everything on a single node

»  Stores diagnostic collections in the Oracle Trace File Analyzer repository

*  Sends you email notification of the problem and details of diagnostic collection that is
ready for upload to Oracle Support

Figure 4-2 Automatic Diagnostic Collections
Distributed diagnostics
are consolidated and
Diagnostics packaged
are collected

(o]

Oracle Grid Infrastructure
and Databases

>
Oracle Support

Diagnostic collection is
uploaded to Oracle

Support for root cause
TFA detects a fault Notification of fault is sent analysis & resolution

Oracle Trace File Analyzer has a mechanism that prevents repeat errors from overwhelming
your system with excessive, automatic collections.

Identifying an event triggers the start point for a collection and five minutes later Oracle Trace
File Analyzer starts collecting diagnostic data. Starting five minutes later enables Oracle Trace
File Analyzer to capture other relevant events in one operation. If events are still occurring after
five minutes, then diagnostic collection continues to wait. Oracle Trace File Analyzer waits for
30 seconds with no events occurring up to an additional five minutes.

If events continue after 10 minutes, then Oracle Trace File Analyzer continues to perform
diagnostic collection.

After completing the diagnostic collections, Oracle Trace File Analyzer sends email
notifications that include the collection location to the designated recipients.
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If your environment can make a connection to oracle.com, then you can use Oracle Trace File
Analyzer to upload the collection to a Service Request.

$ tfactl set autodiagcollect=ON|OFF
Automatic collections are oN by default.

Table 4-3 Log Entries that Trigger Automatic collection
|

String Pattern Log Monitored
ORA-297(01102]03108109]10]40) Alert Log - Oracle Database
ORA-00600 Alert Log - Oracle Database/
ORA-07445 Oracle ASM

ORA-04 (69 ([7-81[0-9] 19 ([0-3] | [5-8]))) Oraclo Mot oy a0cel
ORA-32701 Alert Log - Oracle Database
ORA-00494

ORA-04020

ORA-04021

ORA-01578

ORA-00700

System State dumped

CRS-016(07110111112) Alert Log - Oracle Clusterware

Additionally, when Oracle Cluster Health Advisor detects a problem event, Oracle Trace File
Analyzer automatically triggers the relevant diagnostic collection.

4.2.2 Configuring Email Notification Details

ORACLE

Configure Oracle Trace File Analyzer to send an email to the registered email address after an
automatic collection completes.

To send emails, configure the system on which Oracle Trace Analyzer is running. You must
configure notification with a user email address.

To configure email notification details:

1. To set the notification email for a specific ORACLE_HOME, include the operating system owner
in the command:

tfactl set notificationAddress=os user:email

For example:
tfactl set notificationAddress=oracle:some.body@example.com
2. To set the notification email for any ORACLE_HOME:

tfactl set notificationAddress=email
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tfactl set notificationAddress=another.bodylexample.com

3. Configure the SMTP server using tfactl set smtp.

Set the SMTP parameters when prompted.

Table 4-4 tfactl diagnosetfa Command Parameters

Parameter Description
smtp.host Specify the SMTP server host name.
smtp.port Specify the SMTP server port.
smtp.user Specify the SMTP user.
smtp.password Specify password for the SMTP user.
smtp.auth Set the Authentication flag to true or false.
smtp.ssl Set the SSL flag to true or false.
smtp. from Specify the from mail ID.
smtp.to Specify the comma-delimited list of recipient mail IDs.
smtp.cc Specify the comma-delimited list of CC mail IDs.
smtp.bcc Specify the comma-delimited list of BCC mail IDs.
smtp.debug Set the Debug flag to true or false.

¢ Note:

You can view current SMTP configuration details using tfactl print smtp.

4. Verify SMTP configuration by sending a test email using tfactl sendmail email address.

If Oracle Trace File Analyzer detects that a significant error has occurred, then it sends an
email notification as follows:
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5. Do the following after receiving the notification email:
a.
b.

C.

Event: *ORA-00600*
Event time: Thu Sep 13 10:17:18 PDT
2018

File containing event: /scratch/app/
oradb/diag/rdbms/ogg11204/
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To find the root cause, inspect the referenced collection details.

If you can fix the issue, then resolve the underlying cause of the problem.

If you do not know the root cause of the problem, then log an SR with Oracle Support,

and upload the collection details.

4.2.3 Collecting Problems Detected by Oracle Cluster Health Advisor

Configure Oracle Cluster Health Advisor to automatically collect diagnostics for abnormal
events, and send email naotifications.

ORACLE

1. To configure Oracle Cluster Health Advisor auto collection for abnormal events:

tfactl set chaautocollect=0N

2. To enable Oracle Cluster Health Advisor notification through Oracle Trace File Analyzer:

tfactl set chanotification=on

3. To configure an email address for Oracle Cluster Health Advisor notifications to be sent to:

tfactl set notificationAddress=chatfa:john.doelacompany.com
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4.2.4 Sanitizing Sensitive Information in Oracle Trace File Analyzer
Collections

After collecting copies of diagnostic data, Oracle Trace File Analyzer uses Adaptive
Classification and Redaction (ACR) to sanitize sensitive data in the collections.

# Note:

Starting with Oracle Autonomous Health Framework 24.1, the Oracle Trace File
Analyzer masking feature is deprecated, and can be desupported in a future release.

To mask or sanitize sensitive data in collections:

tfactl set redact=mask|sanitize|none

mask: blocks out the sensitive data in all collections, for example, replaces myhost1 with ****¥**

sanitize: replaces the sensitive data in all collections with random characters, for example,
replaces myhost1 with orzhmv1

none (default): does not mask or sanitize sensitive data in collections

You can use the -sanitize and -mask options with the diagcollect command to sanitize or
mask sensitive data in a specific collection.

To mask sensitive data:

1. To mask sensitive data in all collections:
tfactl set redact=mask

2. To sanitize sensitive data in all collections:
tfactl set redact=sanitize

3. To mask or sanitize sensitive data in a specific collection:

For example:

tfactl diagcollect -SRDC ORA-00600 -mask

tfactl diagcollect -SRDC ORA-00600 -sanitize

Related Topics

» Deprecated Oracle Trace File Analyzer Masking in Release 24.1
Starting with Oracle Autonomous Health Framework 24.1, the Oracle Trace File Analyzer
masking feature is deprecated, and can be desupported in a future release.
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4.2.5 Flood Control for Similar Issues

Flood control mechanism helps you save resource through fewer repeat collections for similar
issues.

You can:
e Enable or disable flood control.
e How many times to collect for an event.

* Pause flood control.

The flood control data is stored in Berkeley Database and persists across Oracle Trace File
Analyzer restarts.

Example 4-1 Flood Control Examples

To check if flood control is enabled or disabled:

# tfactl get floodcontrol
| testhost
R e i +
| Configuration Parameter |
R e i fo—m +
| Flood Control ( floodcontrol ) |

+

To check flood control limit:

# tfactl get fc.limit
| testhost
S
| Configuration Parameter
S
| Flood Control Limit Count ( fc.limit )

+ — + — +
I
I
I
I
I
I
I
+

To check flood control limit time:

# tfactl get fc.limittime

| Flood Control Limit Time (minutes) ( fc.limitTime )

To check flood control pause time:

# tfactl get fc.pausetime
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| testhost \
et e e L e e e +

| Configuration Parameter | Value |
et e e L e e e +

| Flood Control Pause Time (minutes) ( fc.pauseTime ) | 120 |

b e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e o o e e + _______ 1

To print flood control details:

# tfactl floodcontrol print

| Event | Count | Start Date | Last

Date | Limit | Limit Time | Pause Time | Coll Count | Skip
Count |

e et fomm e
o o e it fomm e Fomm -
Fomm - +

| orcl:0RA-00600:userl | 1 | Thu May 21 09:18:56 UTC 2020 | Thu May 21
09:18:56 UTC 2020 | 3 60 | 120 | 1| 0
|

e et fomm e
o o e it fomm e Fomm -
Fomm - +

| orcl:0RA-00600:user? | 1 | Thu May 21 09:18:25 UTC 2020 | Thu May 21
09:18:25 UTC 2020 | 3 60 | 120 | 4 | 2
|

'\ + _______ + ______________________________
o o e it fomm e Fomm -
+ ____________ 1

To clear flood control:

# tfactl floodcontrol clear -event orcl:0RA-00600:userl

Successfully cleared Event orcl:0RA-00600:userl

# tfactl floodcontrol print

| Event | Count | Start Date | Last Date | Limit | Limit
Time | Pause Time | Coll Count | Skip Count |

i fo—m Fomm - o fo—m————

Fomm - o Fomm - fomm - +

| orcl:0RA-00600:userl | 0 | null | null | 3

60 | 120 | 3] 2 |

e it fo—m Fomm - o fo—m————

Fomm - o Fomm - fomm - !

To udate flood control details:
# tfactl floodcontrol update -event orcl:0RA-00600:userl -limit 10 -limittime

90 -pausetime 180
Successfully updated Flood Control Event
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# tfactl floodcontrol print -event orcl:0RA-00600:userl

| Event | Count | Start Date | Last

Date | Limit | Limit Time | Pause Time | Coll Count | Skip
Count |

fom - tomm - e Rttt T
o e Fomm - Fom e Fommm
Fommm +

| orcl:0RA-00600:userl | 1 | Thu May 21 09:18:25 UTC 2020 | Thu May 21
09:18:25 UTC 2020 | 10 | 90 | 180 | 4 | 2

|

e f——_—— e
o e Fomm - Fom e Fommm

Related Topics

» tfactl floodcontrol
Use the tfactl floodcontrol command to limit or stop Oracle Trace File Analyzer
collecting the same events in a given frame of time.

On-Demand Diagnostic Collections

Run Oracle Trace File Analyzer on demand using tfactl command-line tool.

e Collecting Diagnostics and Analyzing Logs On-Demand
The tfactl command uses a combination of different Oracle Database support tools when
it performs analysis.

* Viewing System and Cluster Summary
The summary command gives you a real-time report of system and cluster status.

* Investigating Logs for Errors
Use Oracle Trace File Analyzer to analyze all of your logs across your cluster to identify
recent errors.

* Analyzing Logs Using the Oracle Database Support Tools
The Oracle Database support tools bundle is available only when you download Oracle
Trace File Analyzer from My Oracle Support note 2550798.1.

e Searching Oracle Trace File Analyzer Metadata
You can search all metadata stored in the Oracle Trace File Analyzer index using tfactl
search -showdatatypes|-json [json details].

e Oracle Trace File Analyzer Service Request Data Collections (SRDCs)
Oracle Trace File Analyzer Service Request Data Collections (SRDCs) enable you to
quickly collect the right diagnostic data.

» Diagnostic Upload
Diagnostic upload eliminates the need for different set of commands to upload Oracle
ORACchk, Oracle EXAchk, and Oracle Trace File Analyzer diagnostic collections to AHF
Service, database, and Oracle Support.

* Changing Oracle Grid Infrastructure Trace Levels
Enable trace levels to collect enough diagnostics to diagnose the cause of the problem.
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e Performing Custom Collections
Use the custom collection options to change the diagnostic collections from the default.

e Limit the Maximum Amount of Memory Used by Oracle Trace File Analyzer
You can now limit the amount of memory used by Oracle Trace File Analyzer.

e Limit Oracle Trace File Analyzer's CPU Usage

On Linux the CPU usage of Oracle Trace File Analyzer can be limited with the command
ahfctl setresourcelimit [-value value]

4.3.1 Collecting Diagnostics and Analyzing Logs On-Demand

The tfactl command uses a combination of different Oracle Database support tools when it
performs analysis.

The tfactl command enables you to access Oracle Database support tools using common

syntax. Using common syntax hides the complexity of the syntax differences between the
tools.

Use the Oracle Trace File Analyzer tools to perform analysis and resolve problems. If you need
more help, then use the tfactl command to collect diagnostics for Oracle Support.

Oracle Trace File Analyzer does the following:

e Collects all relevant log data from a time of your choosing.
e Trims log files to collect only what is necessary for diagnosis.

* Packages all diagnostics on the node where tfactl was run from.

Figure 4-4 On-Demand Collections

Real-time Diagnose Perform
status with DB diagnostic
summary tools collection

Upload diagnostic
collection to Oracle
Support

o IR

-.__4___/
'
'
I
'
'
'
|
I
1
I
]
I
1
1
|
I
]
I
1
I
]
I
1
r
|
[
1
1
[
[
i
+

Oracle Grid Infrastructure

Oracle Support
and Databases

Request desired
-~ action on-demand

4.3.2 Viewing System and Cluster Summary

The summary command gives you a real-time report of system and cluster status.

Syntax

tfactl summary [options]

ORACLE" 4-26



Chapter 4
Using On-Demand Diagnostic Collections

For more help use:

tfactl summary -help

4.3.3 Investigating Logs for Errors

Use Oracle Trace File Analyzer to analyze all of your logs across your cluster to identify recent
errors.

1. Tofind all errors in the last one day:
$ tfactl analyze -last 1d

2. Tofind all errors over a specified duration:
$ tfactl analyze -last 18h

3. To find all occurrences of a specific error on any node, for example, to report ORA-00600
errors:

$ tfactl analyze -search “ora-00600" -last 8h

Related Topics

e ftfactl summary
Use the tfactl summary command to view the summary of Oracle Trace File Analyzer
deployment.

e tfactl analyze
Use the tfactl analyze command to obtain analysis of your system by parsing the
database, Oracle Automatic Storage Management (Oracle ASM), and Oracle Grid
Infrastructure alert logs, system message logs, OSWatcher Top, and OSWatcher Slabinfo
files.

4.3.4 Analyzing Logs Using the Oracle Database Support Tools

ORACLE

The Oracle Database support tools bundle is available only when you download Oracle Trace
File Analyzer from My Oracle Support note 2550798.1.

Oracle Trace File Analyzer with Oracle Database support tools bundle includes the following
tools:

Table 4-5 Tools Included in Linux and UNIX

]
Tool Description

orachk or exachk Provides health checks for the Oracle stack.

Oracle Autonomous Health Framework installs either Oracle EXAchk for
engineered systems or Oracle ORAchk for all non-engineered systems.

For more information, see My Oracle Support notes 1070954.1 and
2550798.1.

oswatcher (oswbb) Collects and archives operating system metrics. These metrics are useful for
instance or node evictions and performance Issues.

For more information, see My Oracle Support note 301137.1.
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Table 4-5 (Cont.) Tools Included in Linux and UNIX

Tool

Description

procwatcher (prw)

oratop

alertsummary

1s

pstack
grep
summary

vi

tail

param

dbglevel
history

changes

calog
events

managelogs

ps

triage

Automates and captures database performance diagnostics and session level
hang information.

For more information, see My Oracle Support note 459694.1.

Provides near real-time database monitoring.
For more information, see My Oracle Support note 1500864.1.

Provides summary of events for one or more database or Oracle ASM alert
files from all nodes.

Lists all files that Oracle Trace File Analyzer knows about for a given file name
pattern across all nodes.

Generates the process stack for the specified processes across all nodes.
Searches for a given string in the alert or trace files with a specified database.
Provides high-level summary of the configuration.

Opens alert or trace files for viewing a given database and file name pattern
in the vi editor.

Runs a tail on an alert or trace files for a given database and file name
pattern.

Shows all database and operating system parameters that match a specified
pattern.

Sets and unsets multiple Oracle Clusterware trace levels with one command.
Shows the shell history for the tfactl shell.

Reports changes in the system setup over a given time period. The report
includes database parameters, operating system parameters, and the
patches that are applied.

Reports major events from the cluster event log.
Reports warnings and errors in the logs.

Shows disk space usage and purges Automatic Diagnostic Repository (ADR)
log and trace files.

Finds processes.

Summarizes oswatcher or exawatcher data.

Table 4-6 Tools Included in Microsoft Windows

Tool Description

calog Reports major events from the cluster event log.

changes Reports changes in the system setup over a given time
period. The report includes database parameters, operating
system parameters, and patches applied.

dir Lists all files Oracle Trace File Analyzer knows about for a
given file name pattern across all nodes.

events Reports warnings and errors seen in the logs.

findstr Searches for a given string in the alert or trace files with a
specified database.

history Shows the shell history for the tfactl shell.
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Table 4-6 (Cont.) Tools Included in Microsoft Windows

Tool Description

managelogs Shows disk space usage and purges ADR log and trace files.

notepad Opens alert or trace files for viewing a given database and file
name pattern in the notepad editor.

param Shows all database and operating system parameters that
match a specified pattern.

summary Provides high-level summary of the configuration.

tasklist Finds processes.

To verify which tools you have installed:

$ tfactl toolstatus

You can run each tool using tfactl either in command line or shell mode. To run a tool from
the command line:

$ tfactl run tool

The following example shows how to use tfactl in shell mode. Running the command starts
tfactl, connects to the database MyDB, and then runs oratop:

$ tfactl
tfactl > database MyDB
MyDB tfactl > oratop

Related Topics

e https://support.oracle.com/rs?type=doc&id=2550798.1
e https://support.oracle.com/rs?type=doc&id=1070954.1
e https://support.oracle.com/rs?type=doc&id=301137.1

e https://support.oracle.com/rs?type=doc&id=1500864.1
e https://support.oracle.com/rs?type=doc&id=215187.1

4.3.5 Searching Oracle Trace File Analyzer Metadata

ORACLE

You can search all metadata stored in the Oracle Trace File Analyzer index using tfactl
search -showdatatypes|-json [json details].

You can search for all events for a particular Oracle Database between certain dates.

For example, on Linux systems:

tfactl search -json

"
"data type":"event",
"content":"oracle",
"database":"racllg",
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"from":"01/20/2017 00:00:00",
"to":"12/20/2018 00:00:00"
} 1

For example, on Linux and Windows systems:

tfactl search -json

"{
\"data type\":\"event\",
\"content\":\"oracle\",
\"database\":\"racllg\",
\"from\":\"01/20/2017 00:00:00\",
\"to\":\"12/20/2018 00:00:00\"

}"

To list all index events on Linux, AlX, and Solaris systems: tfactl search -json
'{"data type":"event"}'

To list all index events on Windows systems: tfactl search -json
n { \"dataitype\" : \"event\" } n

To list all available datatypes: tfactl search -showdatatypes

4.3.6 Oracle Trace File Analyzer Service Request Data Collections (SRDCs)

Oracle Trace File Analyzer Service Request Data Collections (SRDCs) enable you to quickly
collect the right diagnostic data.

To perform Service Request Data Collections:

$ tfactl diagcollect -srdc srdc name

Running the command trims and collects all important log files updated in the past n hours
across the whole cluster. The default number of hours for log collection varies from SRDC to
SRDC. You can change the diagcollect timeframe with the -1ast n h|d option.

Oracle Support often asks you to run a Service Request Data Collection (SRDC). The SRDC
depends on the type of problem that you experienced. An SRDC is a series of many data
gathering instructions aimed at diagnosing your problem. Collecting the SRDC manually can
be difficult with many different steps required.

Oracle Trace File Analyzer can run SRDC collections with a single command:

$ tfactl diagcollect

[-srdc srdc profile]

[-sr sr number]

[-tag tagname]

[-z filename]

[-last nh|d | -from time -to time | -for date]
[-database database]

Option Description

[-srdc srdc profile] Specify the SRDC profile.
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Option

Description

-tag description

-z file name

[-last nh|d | -from
time -to time | -for
date]

-database database

Use this parameter to create a subdirectory for the resulting collection in
the Oracle Trace File Analyzer repository.

Use this parameter to specify an output file name.

»  Specify the -1ast parameter to collect files that have relevant data
for the past specific number of hours (h) or days (d). By default, using
the command with this parameter also trims files that are large and
shows files only from the specified interval.

You can also use -since, which has the same functionality as -
last. This option is included for backward compatibility.

»  Specify the -from and -to parameters (you must use these two
parameters together) to collect files that have relevant data during a
specific time interval, and trim data before this time where files are
large.

Supported time formats:
"Mon/dd/yyyy hh:mm:ss"
"yyyy-mm-dd hh:mm:ss"
"yyyy-mm-ddThh:mm:ss"
"yyyy-mm-dd"
»  Specify the -for parameter to collect files that have relevant data for
the date specified. The files t fact1 collects will have timestamps in

between which the time you specify after -for is included. No data
trimming is done for this option.

Supported time formats:
"Mon/dd/yyyy"
"yyyy-mm-dd"

¢ Note:

If you specify both date and time, then you
must enclose both the values in double
quotation marks (""). If you specify only the
date or the time, then you do not have to
enclose the single value in quotation marks.

Specify the name of the database.
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To run SRDCs, use one of the Oracle privileged user accounts:
* ORACLE HOME owner

¢ GRID_HOME owner

Table 4-7 One Command Service Request Data Collections

# Note:

To upload collections to the SR as part of diag collection:

For example: tfactl diagcollect -srdc srdc type -sr sr number

If you have already set MOS configuration using the tfactl setupmos command,
then you can use the -sr option along with the diag collection command. Note that
tfactl setupmos is supported only in versions earlier than 20.2.

If you have not set MOS configuration using the tfactl setupmos command, then
set up MOS configuration using the new generic command, ahfctl setupload -
name mos -type https and follow the instructions.
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Available SRDCs Type of Problem Collection Auto
Scope Collection

ahf Oracle Orachk and Oracle Local only No
Exachk problems (to be run
after running with -debug)

avs Audit Vault Server related files Cluster-wide  No

crs Collect crs traces Cluster-wide  No

crsasm ASM CRS-related problems  Cluster-wide  No

crsasmcell ASM CRS CELL-related Cluster-wide  No
problems

dbacl Problems with Access Control Local only No
Lists (ACLs)

dbaggen Problems in an Oracle Local only No
Advanced Queuing
environment

dbagmon Queue Monitor (QMON) Local only No
problems

dbagnotify Notification problems in an Local only No
Oracle Advanced Queuing
environment

dbagperf Performance problemsinan  Local only No
Oracle Advanced Queuing
environment

dbagpurge Non-purged messages inan  Local only No
Oracle Advanced Queuing
environment problems

dbasm Oracle Database storage Local only No

problems
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Table 4-7 (Cont.) One Command Service Request Data Collections

Available SRDCs Type of Problem Collection Auto
Scope Collection
dbaudit Standard information for Local only No
Oracle Database auditing
dbaum AUM: Checklist of Evidence to Local only No
Supply (Doc ID 1682741.1)
dbaumwaitevents Wait Events related to Undo:  Local only No
Checklist of Evidence to
Supply (Doc ID 1682723.1)
dbawrspace Oracle Database Automatic Local only No
Workload Repository (AWR)
space problems
dbbeqgconnection Bequeath Connection Issues: Local only No
Checklist of Evidence to
Supply (Doc ID 1928047.1)
dbcorrupt Generic Oracle Database Local only No
corruption
dbdataguard Data Guard problems Local only No
including Broker
dbawrspace Excessive SYSAUX space is  Local only No
used by the Automatic
Workload Repository (AWR)
dbdatapatch Datapatch problems Local only No
dbddlerrors DDL Errors: Checklist of Local only No
Evidence to Supply (Doc ID
2383662.1)
dbemon Event Monitor (EMON) Local only No
problems
dbengdeq Collect standard information  Local only No
for Advanced Queueing
problems using TFA Collector
(recommended) or manual
steps
dbexpdp Oracle Data Pump Export Local only No
dbexpdpapi (expdp)
dbexpdpperf
dbexpdptts
dbfs Oracle Automatic Storage Local only No
Management (Oracle ASM) /
Database File System
(DBFS) / Direct NFS / Oracle
Advanced Cluster File System
(Oracle ACFS) problems
dbfra Fast Recovery Area, also Local only No
known as Flash Recovery
Area problems
dbggclassicmode Oracle GoldenGate Local only No
dbggintegratedmode
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Table 4-7 (Cont.) One Command Service Request Data Collections

Available SRDCs Type of Problem Collection Auto
Scope Collection

dbhang Oracle Database hang Local only No
problems

dbhangperflite Oracle Database performance Local only No
and hang problems

dbimpdp Oracle Data Pump Import Local only No

dbimpdpperf (impdp)

dbimpdpperf Data Pump Import Local only No
performance problems

dbinstall Oracle Database install / Local only No

dbupgrade upgrade problems

dbpreupgrade

dbparameters Oracle Database single Local only No
instance shutdown problems

dbparameterfiles Parameter Files: Checklist of  Local only No
Evidence to Supply (Doc ID
1914153.1)

dbpartition Create or maintain partitioned Local only No
table, subpartitioned table,
and index problems

dbpartitionperf Slow Create, Alter, or Drop Local only No
commands against partitioned
table or index

dbpatchinstall Oracle Database patching Local only No

dbpatchconflict problems

dbperf Oracle Database performance Cluster-wide No
problems

dbperf and hang Oracle Database performance Local only No
and hang problems on
FASaaS environments

dbplugincompliance Enterprise Manager Local only No
compliance related issues

dbpreupgrade Oracle Database preupgrade Local only No
problems

dbprocmgmt Generic Process Local only No
Management and Related
Issues: Checklist of Evidence
to Supply (Doc ID 2500734.1)

dbrac Oracle RAC-related data Local only No
collection for Oracle
Clusterware and Oracle ASM
problems

dbracinst Oracle RAC-related data Local only No
collection for Oracle Database
problems

dbracperf Oracle RAC-related Cluster-wide  No

performance problems
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Table 4-7 (Cont.) One Command Service Request Data Collections

Available SRDCs Type of Problem Collection Auto
Scope Collection

dbresmgr Oracle Database problems Local only No
related to Resource Manager

dbrman Recovery Manager (RMAN)  Local only No

dbrmanperf problems

dbscn System Change Number Local only No
(SCN)

dbshutdown Oracle Database startup or Local only No

dbstartup shutdown problems

dbslowddl Slow DDL: Checklist of Local only No
Evidence to Supply

dbspacewait Space Related Wait Events Local only No
and Performance Issues :
Checklist of Evidence to
Supply (Doc ID 2560286.1)

dbspatialexportimport Oracle Spatial export or Local only No
import problems

dbspatialinstall Oracle Spatial installation Local only No
problems

dbspatialperf Oracle Spatial performance Local only No
problems

dbspatialupgrade Oracle Spatial upgrade Local only No
problems

dbspatialusage Oracle Spatial usage Local only No
problems

dbsglperf SQL performance problems Local only No

dbstandalonedbca Oracle Database Local only No
Configuration Assistant
(Oracle DBCA) problems

dbstoragestructuregeneric Storage structure related Local only No
diagnosis

dbtablespacegeneric Generic Tablespace and Local only No
Segment Management:
Checklist of Evidence to
Supply (Doc ID 2560291.1)

dbtde Transparent Data Encryption  Local only No
(TDE) problems

dbtextindex Oracle Text problems Local only No

dbtextissue Oracle Text installation Local only No
problems - 12c.

dbtextupgrade Oracle Text version 12.1.0.1  Local only No

dbtextinstall and later upgrade problems

dbunixresources Oracle Database resource Local only No
problems

dbvault Collect standard information ~ Local only No

for Database Vault
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Table 4-7 (Cont.) One Command Service Request Data Collections

Available SRDCs Type of Problem Collection Auto
Scope Collection
dbwindowsresources Oracle Database on Microsoft Local only No
Windows resources: Checklist
of Evidence to Supply
dbwinservice OracleService on Microsoft Local only No
Windows: Checklist of
Evidence to Supply (Doc ID
1918781.1)
dbxdb XDB installation or invalid Local only No
object problems
dbxdbgeneric XDB installation and invalid Local only No
object problems
dbxdbupgrade XDB installation and invalid Local only No
object problems in 12c and
above
dnfs XDB upgrade problems Local only No
emagentgeneric Collect trace/log information  Oracle No
for Enterprise Manager Management
Management Agent generic  Service
problems (OMS) and
Agent
emagentpatching Enterprise Manager failures  Oracle No
during agent patching Management
Service
(OMS) and
Agent
emagentperf Enterprise Manager 13c Agent No
Agent performance problems
emagentssl Enterprise Manager Agent Oracle No
SSL configuration issues Management
Service
(OMS) and
Agent
emagentstartup Enterprise Manager 13c Agent No
Agent startup problems
emagentunreach Enterprise Manager 13c Agent No
Agent unreachable errors or
status
emagentupload Enterprise Manager 13c Agent No
Agent upload errors
emagtpatchdeploy Enterprise Manager 13c Oracle No
Agent patch deployment Management
problems Service
(OMS) and
Agent
emagtupginst Collecting diagnostic data for Agent No

Enterprise Manager 13c
Agent installation, upgrade, or
deployment problems
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Table 4-7 (Cont.) One Command Service Request Data Collections

Available SRDCs Type of Problem Collection Auto
Scope Collection
emagtupgpatch Enterprise Manager 13c Oracle No
Agent upgrade, local Management
installation, or patching Service
problems. (OMS) and
Agent
emauthldap Enterprise Manager Oracle No
authentication using LDAP Management
provider issues Service
(OMS)
emblackout Enterprise Manager blackout Oracle No
issues Management
Service
(OMS) and
Agent
emcliadd Enterprise Manager target Oracle No
emclusdisc discovery or add problems Management
Service
emdbsys (OMS) and
emgendisc Agent
Agent
Oracle
Management
Service
(OMS) and
Agent
Oracle
Management
Service
(OMS) and
Agent
emcomm Enterprise Manager Oracle No
communication information Management
between Oracle Management Service
Service (OMS) and Agent (OMS) and
Agent
emdbaasdeploy Database As A Service Oracle No
(DBaaS): Collect trace or log Management
information for failures during Service
DBaa$S deployment. (OMS) and
remote DBaaS
deployment
server
emdebugon Enterprise Manager debug log Oracle No
emdebugof f collection Manr_:\gement
Run endebugon, reproduce ~ Service
the problem then run (OMS) or
Agent

emdebugoff, which disables
debug again and collects
debug logs
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Table 4-7 (Cont.) One Command Service Request Data Collections

Available SRDCs Type of Problem Collection Auto
Scope Collection
emfleetpatching Enterprise Manager Fleet Oracle No
Maintenance Patching Management
problems Service
(OMS) and
Agent
emjobs Enterprise Manager all job Oracle No
related issues Management
Service
(OMS)
emmetricalert Enterprise Manager general  Agent No
metrics page or threshold
problems
emnotif Enterprise Manager incident  Oracle No
rules and notification issues ~ Management
Service
(OMS)
emomsfailstart Enterprise Manager Oracle Oracle No
Management Service (OMS) Management
startup failures Service
(OMS)
emomscrash Enterprise Manager Oracle Oracle No
Management Service (OMS) Management
crash problems Service
(OMS)
emomsheap Enterprise Manager Java Oracle No
heap usage or performance ~ Management
problems Service
(OMS)
emomshungcpu Enterprise Manager Oracle Oracle No
Management Service (OMS) Management
crash, restart or performance Service
problems (OMS)
emomspatching Enterprise Manager failures  Oracle No
during Oracle Management Management
Service (OMS) patching Service
(OMS)
emomsssl Enterprise Manager Oracle Oracle No
Management Service (OMS) Management
SSL configuration issues Service
(OMS)
emomsupginst Enterprise Manager Oracle Local only No
Management Service (OMS)
installation, upgrade, and
patching
empatchplancrt Enterprise Manager patch Oracle No
plan creation problems Management
Service
(OMS) and
Agent

ORACLE
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Table 4-7 (Cont.) One Command Service Request Data Collections

Available SRDCs Type of Problem Collection Auto
Scope Collection
emprocdisc Oracle Database, Listener, or Local only No
ASM target is not discovered
or detected by the discovery
process
emtbsmetric Enterprise Manager Local only (on No
tablespace usage metric Enterprise
problems Manager
Agent target)
emwlsssl Enterprise Manager Local only No
WebLogic Server (WLS) SSL
configuration issues
emdbrat Enterprise Manager RAT Target replay/ No
collection issues capture
database
emcreds Enterprise Manager credential Oracle No
issues Management
Service
(OMS) and
Agent
emdbpluginstatus Enterprise Manager DB plugin Oracle No
issues Management
Service
(OMS) and/or
Agent
emdeployoms Enterprise Manager deploying Oracle No
additional Oracle Management
Management Service (OMS)  Service
issues (OMS)
emomsmigration Enterpriser Manager Oracle  Oracle No
Management Service (OMS) Management
migration/cloning issues Service
(OMS)
esexalogic Oracle Exalogic full Exalogs  Local only No
data collection information
exadata Collect Oracle Exadata Local only No
information
exservice Oracle Exadata: Storage Local only No
software service or offload
server service problems
exsmartscan Oracle Exadata: Smart Scan  Local only No
not working problems
generic Fallthrough SRDC for Oracle  Local only No
Database error
gg_abend Oracle GoldenGate covering Local only No
both classic and
microservices
implementations
ggintegratedmodenodb Oracle GoldenGate extract/ Local only No

replicate abends problems
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Table 4-7 (Cont.) One Command Service Request Data Collections

Available SRDCs Type of Problem Collection Auto
Scope Collection
gridinfra Oracle RAC-related data Local only No
collection for Oracle
Clusterware problems
gridinfrainst Oracle RAC upgrade and Local only No
patching problems
instterm Collect traces for the following Local only No
ORA errors:
 ORA-00469
° ORA-00470
* ORA-00480
* ORA-00490
 ORA-00491
* ORA-00492
 ORA-00493
° ORA-00495
* ORA-00496
* ORA-00497
* ORA-00498
internalerror Other internal Oracle Local only No
Database errors
listener services Listener errors: TNS-12516/  Local only No
TNS-12518 /TNS-12519/
TNS-12520
naming services Naming service errors: Local only No
TNS-12154/ TNS-12528
ORA-00020 ORA-04023 ORA Errors Local only Only the
ORA-00060 ORA-04031 following
SRDCs:
ORA-00494 ORA-04063 . ORA-00
ORA-00600 ORA-07445 600
ORA-00700 ORA-08102 * ORA-04
ORA-01031 ORA-08103 030
ORA-01555 ORA-22924 ) 82{?'04
ORA-01578 ORA-27300 . ORA-04
ORA-01628 ORA-27301 021
ORA-03137 ORA-27302 . ORA-07
ORA-04020 ORA-30036 445
ORA-04021 © ORA-O01
578
ORA-04030
ORA-01000 Open Cursors problems Local only No
ORA-00018 ORA-00018 or sessions Local only No
parameter problems
ORA-12751 ORA-12751 collection errors  Local only No
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Table 4-7 (Cont.) One Command Service Request Data Collections

Available SRDCs

Type of Problem

Collection

Scope

Auto

Collection

ORA-25319

ORA-00227

privsroles

xdb600

zlgeneric

Collect information for
troubleshooting ORA-25319
error in an Advanced Queuing
Environment

ORA-25319 problems in an
Oracle Advanced Queuing
Environment

Collect information for
troubleshooting Control File
block corruption reported by
error ORA-00227

Data Collection for privileges
and roles

Diagnostic data collection for
XDB ORA-00600 and
ORA-07445 internal rrror
issues using TFA Collector

Zero Data Loss Recovery
Appliance (ZDLRA) problems

Local only

Local only

Local only

Local only

Local only

No

No

No

No

No

For more information about SRDCs, run tfactl diagcollect -srdc -help.

< Note:

When you run the tfactl diagcollect command to query an ora-* error event, for
example, tfactl diagcollect -srdc ora-600, AHF lists all ora-* error events
without filtering. This is because of generic event mapping for all ORA-* error events
inthe srdc_dbrac.xnl file.

The types of information that the SRDCs collect varies for each type, for example, the following
table lists and describes what the SRDCs collect for each type.

Table 4-8 SRDC collections

Command

What gets collected

$ tfactl diagcollect -srdc ORA-04031 * Incident Packaging Service (IPS) package

ORACLE

*  Patch listing

*  Automatic Workload Repository (AWR) report
e Memory information
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_________________________________________________________________________________|
What gets collected

Command

$ tfactl diagcollect -srdc dbperf

Automatic Database Diagnostic Monitor
(ADDM) report

Automatic Workload Repository (AWR) for
good period and problem period

Automatic Workload Repository (AWR)
Compare Period report

Active Session History (ASH) report for good
and problem period

OSWatcher

Incident Packaging Service (IPS) package (if
there are any errors during problem period)
Oracle ORAchk (performance-related checks)

Oracle Trace File Analyzer prompts you to enter the information required based on the SRDC

type.

For example, when you run 0rRA-4031 SRDC:

$ tfactl diagcollect -srdc ORA-04031

Oracle Trace File Analyzer:

Prompts to enter event date, time, and database name.

Scans the system to identify recent events in the system (up to 10).

Proceeds with diagnostic collection after you choose the relevant event.

1

2

3

4. Identifies all the required files.

5. Trims all the files where applicable.
6

Packages all data in a zip file ready to provide to support.

You can also run an SRDC collection in non-interactive silent mode. Provide all the required

parameters up front as follows:

$ tfactl diagcollect -srdc srdc type -database db -from "date time" -to "date

time"

Related Topics

e https://support.oracle.com/rs?type=doc&id=1918781.1

e https://support.oracle.com/rs?type=doc&id=2560291.1

e https://support.oracle.com/rs?type=doc&id=2560286.1

e https://support.oracle.com/rs?type=doc&id=2500734.1

e https://support.oracle.com/rs?type=doc&id=1914153.1

e https://support.oracle.com/rs?type=doc&id=2383662.1

e https://support.oracle.com/rs?type=doc&id=1682741.1

e https://support.oracle.com/rs?type=doc&id=1682723.1
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e https://support.oracle.com/rs?type=doc&id=1928047.1

4.3.7 Diagnostic Upload

ORACLE

Diagnostic upload eliminates the need for different set of commands to upload Oracle ORAchk,
Oracle EXAchk, and Oracle Trace File Analyzer diagnostic collections to AHF Service,
database, and Oracle Support.

Diagnostic upload enables you to manage configurations of different types of uploads in a
generic way. Through ahfctl command-line interface, you use generic upload commands to
set, get, unset, and check configurations. Configurations are uniquely identified using
configuration name so that you can pass the configuration name in command-line to perform
upload and other operations.

AHF synchronizes the configuration automatically across the cluster nodes. If you find any
sync issues, then run the tfactl syncahfconfig -c command to sync configuration across
the cluster nodes.

Diagnostic upload supports multiple operating system users to run the diagnostic upload
commands if you install AHF as root. If you install AHF as a non-root user, then you cannot
benefit from the multiple operating system users support.

# Note:

Currently not supported on Microsoft Windows.

Currently, AHF supports HTTP, SQLNET, and SFTP types or protocols, or end points.
Following sections list the parameters or arguments supported by different end points while
setting the configuration.

HTTP

Set Parameters: url, user, password, proxy, noauth, https token, header, secure, and
storetype

Upload Parameters: id, file, and https token

SQLNET

Set Parameters: user, password, connectstring, and uploadtable
Upload Parameters: file

SFTP

Set Parameters: server, user, and password

Upload Parameters: (optional) id and file
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Parameters or arguments Supported by Different Endpoints

Table 4-9 Parameters or Arguments Supported by Different Endpoints

Parameter

Description

url

The target URL to upload files in case of HTTPS
type. For example, https://samplehost.com.

server

The name of the server to which you want to
upload files. For example, sftpserver.domain.com.

user

The user who has the privileges to access the
endpoint. For example,
upload.user@example.com.

password

Password of the user.

proxy

The URL of the proxy server. For example,
www.example.com:80.

id

The location or target where you want to upload
your files to.

file

The name of the file to upload.

noauth

Specify true and false. Default value is false.
If noauth is setto true, then HTTPS upload will
skip authentication.

For example, upload files to PAR, Pre

Authenticated URL where no user/password
authentication is required.

https token

Any static header values while configuring. For
example, set auth tokens while configuring the
HTTPS end point.

For example, ahfctl setupload -name config
-type https -https token 'abc:13'.

You can also pass dynamic headers at upload time
by passing the -https_token headers
command option to tfactl upload command.

For example: -H 'X-TFA-REQUESTID: 1'.

header

Stores the executionIdinthe ahf.properties
file.

For example, to set the header:ahfctl
setupload -name al -type https -header
X-TFA-
HEADERS:executionId=aeldbldb01 2020.06.
16 19.20.55.15336025

secure

Specify true or false. Default value is true.
Specifying the secure value checks for certificates.

If secure is setto false, then the upload
command will run an unsecure upload.

connectstring

The database connect string to log in to the
database where you want to upload files.

For example, (DESCRIPTION = (ADDRESS =
(PROTOCOL = TCP) (HOST = host) (PORT =
1521)) (CONNECT DATA =(SERVER =
DEDICATED) (SERVICE NAME = orcl))).

ORACLE
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Table 4-9 (Cont.) Parameters or Arguments Supported by Different Endpoints

. _________________________________________________________________________
Parameter Description

uploadtable Specify the name of the table where you want to
upload files as BLOB type.

For example, for uploading Oracle ORAchk
collections to the Collection Manager it is set to
RCA13_DOCS.

Example 4-2 Diagnostic Upload Examples To upload files to My Oracle Support

To setup MOS configuration:

ahfctl setupload -name mos -type https

Enter mos.https.user: user id

Enter mos.https.password: ########

Enter mos.https.url: https://transport.oracle.com/upload/issue
Upload configuration set for: mos

type: https

user: user id

password: ########
url: https://transport.oracle.com/upload/issue

To set proxy:

ahfctl setupload -name mos -type https -proxy www-proxy.example.com:80

Single-line command:

ahfctl setupload -name mos -type https -user user id -url https://
transport.oracle.com/upload/issue -proxy www-proxy.example.com:80

< Note:

Instead of mos, you can specify any configuration name of your choice.

To upload collections or files to MOS: There are multiple ways you can upload files to MOS
after configuring MOS.

« Upload files as part of Oracle Trace File Analyzer diagnostic collection:
tfactl diagcollect -last 1lh -upload mos -id 3-23104325631
e Upload files standalone:

tfactl upload -name mos -id 3-23104325631 -file /tmp/generated.zip
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e Backward compatibility or upload using -sr flag with diagcollcet command:

tfactl diagcollect -last 1h -sr 3-23104325631

< Note:

In this case, upload configuration name should be mos as internally Oracle Trace
File Analyzer looks for this name. It works even if MOS configuration is set using
the tfactl setupmos command in versions earlier than 20.2.

Example 4-3 Uploading a File Using SFTP

ahfctl upload -name sftpl -file test sftp upload.log

Upload for: sftpl

Uploading file using pexpect

sftp> put test sftp upload.log

put test sftp upload.log

Uploading test sftp upload.log to /root/test sftp upload.log
test sftp upload.log 100% 17 0.0KB/s
00:00

sftp> quit

type: sftp

file: test sftp upload.log

Upload completed successfully

Example 4-4 Diagnostic Upload Examples

To set configuration parameters for the specified configuration name and SQLNET
configuration type:

ahfctl setupload -name mysqglnetconfig -type sqglnet

[root@myserverl]# ahfctl setupload -name mysglnetconfig -type sqglnet
Enter mysqlnetconfig.sglnet.user: testuser

Enter mysglnetconfig.sglnet.password: #######4

Enter mysqglnetconfig.sqglnet.connectstring: (DESCRIPTION = (ADDRESS =
(PROTOCOL = TCP) (HOST = testhost) (PORT = 1521)) (CONNECT DATA =(SERVER =
DEDICATED) (SERVICE NAME = testservice)))

Enter mysglnetconfig.sglnet.uploadtable: RCA13 DOCS

Upload configuration set for: mysglnetconfig
type: sqglnet

user: testuser

password: ###E#HEH

connectstring: (DESCRIPTION = (ADDRESS = (PROTOCOL = TCP) (HOST = testhost)
(PORT = 1521))(CONNECT_DATA =(SERVER = DEDICATED) (SERVICE NAME
testservice)))

uploadtable: RCA13 DOCS
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To set individual parameters for the specified configuration name and SQLNET configuration
type:

ahfctl setupload -name mysqlnetconfigZ? -type sqlnet -user user namefexample.com

This omits the -password option and therefore reports:

Database upload parameter(s) successfully stored.

AHF will not upload collections into the database until the following
parameters are also set:

['password', 'connectstring', 'uploadtable']

When you specify the -user command option, ahfctl does NOT prompt for the other required
parameters so you must explicitly specify them at the command line as follows:

ahfctl setupload -type sqglnet -name orachkcm -user testuser -password -
connectstring sqlnet connect string -uploadtable RCA13 DOCS

The -password command option DOES NOT take any arguments. When specified, ahfctl
prompts you to provide the password for the user you specified using the -user command
option.

To get the list of all configured names in the AHF .properties file:

ahfctl getupload

# ahfctl getupload

Upload configurations available:
1. mysftpconfig

2. myhttpsconfig

3. mysqglnetconfig

To get all configuration parameters for the specified configuration name:

ahfctl getupload -name mysftpconfig

# ahfctl getupload -name mysftpconfig
Upload configuration get for: mysftpconfig
type: sftp

user: testuserl@example.com

password: #####HEE

server: sftphost.example.com

To get individual parameter for the specified configuration name:

ahfctl getupload -name mysftpconfig -user
[root@myserverl]# ahfctl getupload -name mysftpconfig -user
Upload configuration get for: mysftpconfig

type: sftp
user: testuserl@example.com
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To check or validate configuration of the specified configuration name:

ahfctl checkupload -name mysftpconfig

# ahfctl checkupload -name mysftpconfig -type sftp

Upload configuration check for: mysftpconfig

Parameters are confiqgured correctly to upload files to sftp end point
mysftpconfig

To upload to target using the configuration name specified:

tfactl upload -name mysftpconfig -id 30676598 -file /tmp/temp.txt

# tfactl upload -name mysftpconfig -id 30676598 -file /tmp/filename.txt
Upload for: mysftpconfig

type: sftp

file: /tmp/filename.txt

id: 30676598

Upload completed successfully.

To unset individual parameter of the specified configuration name:

ahfctl unsetupload -name mysftpconfig -user

# ahfctl unsetupload -name mysftpconfig -user
Upload configuration successfully unset for: mysftpconfig

To unset all parameters of the specified configuration name:

ahfctl unsetupload -name mysftpconfig -all

# ahfctl unsetupload -name mysftpconfig -all
Upload configuration successfully unset for: mysftpconfig

To auto upload generated zip file to the database using Oracle ORAchk:

exachk -showpass -localonly -check BF7AE780E1252F69E0431ECOE50AE447

# exachk -showpass -localonly -check BF7AE780E1252F69E0431ECOE50AE447
Orachk.zip successfully uploaded to RCA13 DOCS table

To auto upload generated zip file to MOS using tfactl diagcollect:

$ tfactl diagcollect -since 1lh -upload mos -id 3-123456789
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To upload generated zip to the database with the configurations set by AHF with the specified
database config name:

exachk -showpass -localonly -check BF7AE780E1252F69E0431ECOE50AE447 ~
db_config name user dbconf

# exachk -showpass -localonly -check BF7AE780E1252F69E0431ECOES0AE447 -
db_config name user dbconf
Orachk.zip successfully uploaded to RCA13 DOCS table

Related Topics

e tfactl setupload
Use the tfactl setupload command to set upload parameters.

e tfactl getupload
Use the tfactl getupload command to fetch the details of configured upload parameters.

e tfactl unsetupload
Use the tfactl unsetupload command to unset the configured upload parameters.

« tfactl checkupload
Use the tfactl checkupload command to validate the configured upload parameters.

« tfactl upload
Use the tfactl upload command to upload collections or files on demand.

4.3.8 Changing Oracle Grid Infrastructure Trace Levels

Enable trace levels to collect enough diagnostics to diagnose the cause of the problem.

Oracle Support asks you to enable certain trace levels when reproducing a problem. You can
enable and then disable the trace levels. Use the dbglevel option to set the trace level. You
can find the required trace level settings grouped by problem trace profiles.

To set trace levels:

1. To set a trace profile:
tfactl dbglevel -set profile
2. To list all available profiles:
tfactl dbglevel -help

« tfactl dbglevel
Use the tfactl dbglevel command to set Oracle Grid Infrastructure trace levels.

4.3.8.1 tfactl dbglevel

ORACLE

Use the tfactl dbglevel command to set Oracle Grid Infrastructure trace levels.
Syntax

tfactl [run] dbglevel
[ {-set|-unset} profile name
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-dependency type [typel, type2, type3,...|all]

Parameters

{-view|-drop} profile name

-active [profile name]
-describe [profile name] ] ]

|

| -lsprofiles

| -lsmodules

| -lscomponents [module name]

| -lsres

| -create profile name [ -desc description
| [-includeunset] [-includetrace]

| -debugstate -timeout time ]

| -modify profile name [-includeunset] [-includetrace]
| -getstate [ -module module name ]

|

|

Table 4-10 tfactl dbglevel Command Parameters

Parameter

Description

profile name
active

set

unset
view
create
drop
modify
describe
lsprofiles
lsmodules

lscomponents

lsres

getstate

module

dependency

dependency type

debugstate

includeunset

includetrace

Specify the name of the profile

Displays the list of active profiles.

Sets the trace or log levels for the profile specified.
Unsets the trace or log levels for the profile specified.
Displays the trace or log entries for the profile specified.
Creates a profile.

Drops the profile specified.

Modifies the profile specified.

Describes the profiles specified.

Lists all the available profiles.

Lists all the discovered Oracle Clusterware modules.

Lists all the components associated with the Oracle
Clusterware module.

Lists all the discovered Oracle Clusterware resources.

Displays the current trace or log levels for the Oracle
Clusterware components or resources.

Specify the Oracle Clusterware module.

Specify the dependencies to consider, start, or stop
dependencies, or both.

Specify the type of dependencies to be consider.
Generates a System State Dump for all the available levels.

Adds or modifies an unset value for the Oracle Clusterware
components or resources.

Adds or modifies a trace value for the Oracle Clusterware
components.
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WARNING:

Set the profiles only at the direction of Oracle Support.

4.3.9 Performing Custom Collections

Use the custom collection options to change the diagnostic collections from the default.

Adjusting the Diagnostic Data Collection Period
Oracle Trace File Analyzer trims and collects any important logs updated in the past one
hour.

Collecting for Specific Events
Perform default diagnostic collection or choose an event from the list of recent incidents to
collect diagnostic data for that event alone.

Excluding Large Files from Diagnostic Collection
Prevent excessively large files from delaying or stalling collections.

Collecting from Specific Nodes

Collecting from Specific Components

Collecting from Specific Directories

Changing the Collection Name

Preventing Copying Zip Files and Trimming Files
Performing Silent Collection

Collecting Core Files

Collecting Incident Packaging Service (IPS) Packages
Incident Packaging Service packages details of problems stored by Oracle Database in
ADR for later diagnosis.

4.3.9.1 Adjusting the Diagnostic Data Collection Period

Oracle Trace File Analyzer trims and collects any important logs updated in the past one hour.

If you know that you only want logs for a smaller window, then you can cut this collection
period. Cutting the collection period helps you make collections as small and quick as possible.

There are four different ways you can specify the period for collection:

Table 4-11 Ways to Specify the Collection Period

]
Command Description

tfactl diagcollect -last n hl|d Collects since the previous n hours or days.

ORACLE

*  Number of days must be less than or equal to 7
*  Number of hours must be less than or equal to 168
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Table 4-11 (Cont.) Ways to Specify the Collection Period
]

Command

Description

tfactl diagcollect -from “yyyy-
mm-dd”

tfactl diagcollect -from "yyyy-
mm-dd" -to "yyyy-mm-dd"

tfactl diagcollect -for “yyyy-
mm-dd”

Collects from the date and optionally time specified
Valid date and time formats:

"Mon/dd/yyyy hh:mm:ss"

"yyyy-mm-dd hh:mm:ss"
"yyyy-mm-ddThh:mm:ss"

"yyyy-mm-dd"

Collects between the date and optionally time specified.
Valid date and time formats:

"Mon/dd/yyyy hh:mm:ss"

"yyyy-mm-dd hh:mm:ss"
"yyyy-mm-ddThh:mm:ss"

"yyyy-mm-dd"

Collects for the specified date.

Valid date formats:

"Mon/dd/yyyy"

"yyyy-mm-dd"

4.3.9.2 Collecting for Specific Events

ORACLE

Perform default diagnostic collection or choose an event from the list of recent incidents to
collect diagnostic data for that event alone.

Choose to run:

e Adiagnostic collection for a specific

recent event

e A default time range diagnostic collection

To collect for specific events:

1. To run a default diagnostic collection:

tfactl diagcollect

For example:

$ tfactl diagcollect

Choose the event you want to perform a diagnostic collection for:
1. Mar/12/2019 16:08:20 [ db.orcl.orcl ] ORA-04030: out of process memory

when trying to allocate

2. Mar/12/2019 16:08:18 [ db.orcl.orcl ] ORA-04031: unable to allocate 8

bytes of shared memory

3. Mar/12/2019 16:08:16 [ db.orcl.orcl ] ORA-00494: enqueue held for too

long more than seconds by osid

4. Mar/12/2019 16:08:14 [ db.orcl.orcl ] ORA-29709: Communication failure

with Cluster Synchronization

5. Mar/12/2019 16:08:04 [ db.orcl.orcl ] ORA-29702: error occurred in
Cluster Group Service operation
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6. Mar/12/2019 16:07:59 [ db.orcl.orcl ] ORA-32701: Possible hangs up to
hang ID= detected
7. Mar/12/2019 16:07:51 [ db.orcl.orcl ] ORA-07445: exception

encountered: core dump [] [] [] T[] [] []
8. Mar/12/2019 16:07:49 [ db.orcl.orcl ] ORA-00700: soft internal error,
arguments: [7001, [], [1,I[]

9. Mar/11/2019 22:02:19 [ db.oradb.oradb ] DIAQO Critical Database Process
Blocked: Hang ID 1 blocks 5 sessions
10. Default diagnostic collection, for no specific event

Please choose the event : 1-10 [] 10

By default TFA will collect diagnostics for the last 12 hours. This can
result in large collections

For more targeted collections enter the time of the incident, otherwise
hit <RETURN> to collect for the last 12 hours

[YYYY-MM-DD HH24:MI:SS,<RETURN>=Collect for last 12 hours]

Collecting data for the last 12 hours for all components...
Collecting data for all nodes

Collection Id : 20190312163846nodel

Detailed Logging at : /scratch/app/product/19c/tfa/repository/

collection Tue Mar 12 16 38 47 PDT 2019 node all/

diagcollect 20190312163846 nodel.log

2019/03/12 16:38:50 PDT : NOTE : Any file or directory name containing the
string .com will be renamed to replace .com with dotcom

2019/03/12 16:38:50 PDT : Collection Name :

tfa Tue Mar 12 16 38 47 PDT 2019.zip

2019/03/12 16:38:50 PDT : Collecting diagnostics from hosts : [nodel]
2019/03/12 16:38:50 PDT : Scanning of files for Collection in progress...
2019/03/12 16:38:50 PDT : Collecting additional diagnostic information...
2019/03/12 16:38:55 PDT : Getting list of files satisfying time range
[03/12/2019 04:38:50 PDT, 03/12/2019 16:38:55 PDT]

2019/03/12 16:39:02 PDT : Collecting ADR incident files...

2019/03/12 16:39:06 PDT : Completed collection of additional diagnostic
information...

2019/03/12 16:39:07 PDT : Completed Local Collection

| Collection Summary

Fomm fom e e fo————- +
| Host | Status | Size | Time |
Fomm fom e e fo————- +
| nodel | Completed | 21MB | 17s | |
P fom e e fo————- !

Logs are being collected to: /scratch/app/product/19c/tfa/repository/
collection Tue Mar 12 16 38 47 PDT 2019 node all
/scratch/app/product/19c/tfa/repository/

collection Tue Mar 12 16 38 47 PDT 2019 node all/

nodel.tfa Tue Mar 12 16 38 47 PDT 2019.zip

$ tfactl diagcollect
Choose the event you want to perform a diagnostic collection for:
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1. Mar/12/2019 16:08:20 [ db.orcl.orcl ] ORA-04030: out of process memory
when trying to allocate

2. Mar/12/2019 16:08:18 [ db.orcl.orcl ] ORA-04031: unable to allocate 8
bytes of shared memory

3. Mar/12/2019 16:08:16 [ db.orcl.orcl ] ORA-00494: enqueue held for too
long more than seconds by osid

4, Mar/12/2019 16:08:14 [ db.orcl.orcl ] ORA-29709: Communication failure
with Cluster Synchronization

5. Mar/12/2019 16:08:04 [ db.orcl.orcl ] ORA-29702: error occurred in
Cluster Group Service operation

6. Mar/12/2019 16:07:59 [ db.orcl.orcl ] ORA-32701: Possible hangs up to
hang ID= detected

7. Mar/12/2019 16:07:51 [ db.orcl.orcl ] ORA-07445: exception

encountered: core dump [] [] [] T[] [] []
8. Mar/12/2019 16:07:49 [ db.orcl.orcl ] ORA-00700: soft internal error,
arguments: [7001, [1, [1,I[]

9. Mar/11/2019 22:02:19 [ db.oradb.oradb ] DIAQO Critical Database Process
Blocked: Hang ID 1 blocks 5 sessions
10. Default diagnostic collection, for no specific event

Please choose the event : 1-10 [] 1
User root does not have permissions to run SRDC 'ora4030' for database
'orcl'.

To run a diagnostic collection for a specific event that does not have an SRDC:

tfactl diagcollect

For example:

$ tfactl diagcollect

Choose the event you want to perform a diagnostic collection for:

1. Mar/12/2019 16:08:20 [ db.orcl.orcl ] ORA-04030: out of process memory
when trying to allocate

2. Mar/12/2019 16:08:18 [ db.orcl.orcl ] ORA-04031: unable to allocate 8
bytes of shared memory

3. Mar/12/2019 16:08:16 [ db.orcl.orcl ] ORA-00494: enqueue held for too
long more than seconds by osid

4. Mar/12/2019 16:08:14 [ db.orcl.orcl ] ORA-29709: Communication failure
with Cluster Synchronization

5. Mar/12/2019 16:08:04 [ db.orcl.orcl ] ORA-29702: error occurred in
Cluster Group Service operation

6. Mar/12/2019 16:07:59 [ db.orcl.orcl ] ORA-32701: Possible hangs up to
hang ID= detected

7. Mar/12/2019 16:07:51 [ db.orcl.orcl ] ORA-07445: exception
encountered: core dump [] [] [] [1 [] []

8. Mar/12/2019 16:07:49 [ db.orcl.orcl ] ORA-00700: soft internal error,
arguments: [700], [1, [1,I]

9. Mar/11/2019 22:02:19 [ db.oradb.oradb ] DIAO Critical Database Process
Blocked: Hang ID 1 blocks 5 sessions

10. Default diagnostic collection, for no specific event

Please choose the event : 1-10 [] 9

Collecting data for all nodes
Scanning files from mar/11/2019 18:02:19 to mar/11/2019 23:02:19
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Collection Id : 20190312162708nodel

Detailed Logging at : /scratch/app/product/19c/tfa/repository/
collection Tue Mar 12 16 27 09 PDT 2019 node all/

diagcollect 20190312162708 nodel.log

2019/03/12 16:27:12 PDT : NOTE : Any file or directory name containing the
string .com will be renamed to replace .com with dotcom

2019/03/12 16:27:12 PDT : Collection Name :

tfa Tue Mar 12 16 27 09 PDT 2019.zip

2019/03/12 16:27:12 PDT : Collecting diagnostics from hosts : [nodel]
2019/03/12 16:27:12 PDT : Scanning of files for Collection in progress...
2019/03/12 16:27:12 PDT : Collecting additional diagnostic information...
2019/03/12 16:27:17 PDT : Getting list of files satisfying time range
[03/11/2019 18:02:19 PDT, 03/11/2019 23:02:19 PDT]

2019/03/12 16:27:23 PDT : Collecting ADR incident files...

2019/03/12 16:27:28 PDT : Completed collection of additional diagnostic
information...

2019/03/12 16:27:33 PDT : Completed Local Collection

| Collection Summary

e e e e +
| Host | Status | Size | Time |
e e e e +
| nodel | Completed | 10MB | 21s |

P e e e !

Logs are being collected to: /scratch/app/product/19c/tfa/repository/
collection Tue Mar 12 16 27 09 PDT 2019 node all
/scratch/app/product/19c/tfa/repository/

collection Tue Mar 12 16 27 09 PDT 2019 node all/

nodel.tfa Tue Mar 12 16 27 09 PDT 2019.zip

To run a diagnostic collection for a specific event that has an SRDC:

# Note:

When choosing an SRDC the user running the collection needs to be in the dba
group of the database chosen in the event.

tfactl diagcollect

For example:

$ tfactl diagcollect

Choose the event you want to perform a diagnostic collection for:

1. Mar/12/2019 16:08:20 [ db.orcl.orcl ] ORA-04030: out of process memory
when trying to allocate

2. Mar/12/2019 16:08:18 [ db.orcl.orcl ] ORA-04031: unable to allocate 8
bytes of shared memory

3. Mar/12/2019 16:08:16 [ db.orcl.orcl ] ORA-00494: enqueue held for too
long more than seconds by osid

4., Mar/12/2019 16:08:14 [ db.orcl.orcl ] ORA-29709: Communication failure
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with Cluster Synchronization

5. Mar/12/2019 16:08:04 [ db.orcl.orcl ] ORA-29702: error occurred in
Cluster Group Service operation

6. Mar/12/2019 16:07:59 [ db.orcl.orcl ] ORA-32701: Possible hangs up to
hang ID= detected

7. Mar/12/2019 16:07:51 [ db.orcl.orcl ] ORA-07445: exception

encountered: core dump [] [] [] T[] [] []
8. Mar/12/2019 16:07:49 [ db.orcl.orcl ] ORA-00700: soft internal error,
arguments: [7001, [1, [1,I[]

9. Mar/11/2019 22:02:19 [ db.oradb.oradb ] DIAQO Critical Database Process
Blocked: Hang ID 1 blocks 5 sessions
10. Default diagnostic collection, for no specific event

Please choose the event : 1-10 [] 1

Scripts to be run by this srdc: srdc db sid memorysizes 10glower.sql
srdc_db sid memorysizes llgplus.sql ipspack

Components included in this srdc: OS DATABASE CHMOS

Collecting data for local node(s)

Scanning files from Mar/12/2019 14:08:20 to Mar/12/2019 18:08:20
WARNING: End time entered is after the current system time.

Collection Id : 20190312163524nodel

Detailed Logging at : /scratch/app/product/19c/tfa/repository/
srdc_ora4030 collection Tue Mar 12 16 35 25 PDT 2019 node local/
diagcollect 20190312163524 nodel.log

2019/03/12 16:35:30 PDT : NOTE : Any file or directory name containing the
string .com will be renamed to replace .com with dotcom

2019/03/12 16:35:30 PDT : Collection Name :

tfa srdc ora4030 Tue Mar 12 16 35 25 PDT 2019.zip

2019/03/12 16:35:30 PDT : Scanning of files for Collection in progress...
2019/03/12 16:35:30 PDT : Collecting additional diagnostic information...
2019/03/12 16:35:35 PDT : Getting list of files satisfying time range
[03/12/2019 14:08:20 PDT, 03/12/2019 16:35:30 PDT]

2019/03/12 16:35:49 PDT : Collecting ADR incident files...

2019/03/12 16:35:52 PDT : Completed collection of additional diagnostic
information...

2019/03/12 16:35:54 PDT : Completed Local Collection

| Collection Summary

e e e e +
| Host | Status | Size | Time |
e e e e +
| nodel | Completed | 2.9MB | 24s |

P e e e !

Logs are being collected to: /scratch/app/product/19c/tfa/repository/
srdc_ora4030 collection Tue Mar 12 16 35 25 PDT 2019 node local
/scratch/app/product/19c/tfa/repository/

srdc_ora4030 collection Tue Mar 12 16 35 25 PDT 2019 node local/
nodel.tfa srdc ora4030 Tue Mar 12 16 35 25 PDT 2019.zip
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4.3.9.3 Excluding Large Files from Diagnostic Collection

Prevent excessively large files from delaying or stalling collections.

Run the tfactl set maxfilecollectionsize for the diagnostic collection command to
consider only the last 200 KB for the files that are larger than the size specified.

1. To set the maximum file size:
tfactl set maxfilecollectionsize=size in MB
2. To collect diagnostic data:

tfactl diagcollect

4.3.9.4 Collecting from Specific Nodes

To collect from specific nodes:
® To collect from specific nodes:

tfactl diagcollect -node list of nodes

For example:

$ tfactl diagcollect -last 1d -node myserver6b

Related Topics

- tfactl diagcollect
Use the tfactl diagcollect command to perform on-demand diagnostic collection.

4.3.9.5 Collecting from Specific Components

To collect from specific components:
® To collect from specific components:

tfactl diagcollect component

For example:

To trim and collect all files from the databases hrdb and fdb in the last 1 day:

tfactl -diagcollect -database hrdb, fdb -last 1d

To trim and collect all Oracle Clusterware files, operating system logs, and CHMOS/OSW
data from nodel and node2 updated in the last 6 hours:

tfactl diagcollect -crs -os -node nodel,node2 -last 6h
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To trim and collect all Oracle ASM logs from nodel updated between from and to time:

tfactl diagcollect -asm -node nodel -from "2016-08-15" -to "2016-08-17"

Following are the available component options.

Table 4-12 Component Options

Component Option

Description

-cha Collects Oracle Cluster Health Advisor logs.
-ips Collects Incident Packaging Service logs.
-database Collects database logs from databases specified in a comma-

database names

separated list.

-asm Collects Oracle ASM logs.

-crsclient Collects Client Logs that are under GIBASE/diag/clients.

-dbclient Collects Client Logs that are under DB ORABASE/diag/clients.

-dbwlm Collects Database Workload Management (DBWLM) logs.

-tns Collects TNS logs.

-rhp Collects Rapid Home Provisioning (RHP) logs.

-procinfo Collects Gathers stack and fd from /proc for all processes.

-afd Collects AFD logs.

-crs Collects Oracle Clusterware logs.

-wls Collects Oracle WebLogic Server (WLS) logs.

-emagent Collects Oracle Enterprise Manager Agent (EMAGENT) logs.

-oms Collects Oracle Management Service (OMS) logs.

-ocm Collects Oracle Configuration Manager (OCM) logs.

-emplugins Collects Oracle Enterprise Manager Plug-ins (EMPLUGINS) logs.

-em Collects Oracle Enterprise Manager (EM) logs.

-acfs Oracle Advanced Cluster File System (Oracle ACFS).

-install Collects Oracle Installation related files.

-cfgtools Collects configuration tools logs.

-0s Collects operating system files such as /var/log/messages
and /var/log/exadatatmp/*netdiag* files only on Exadata
systems.

-ashhtml Collects Generate Active Session History (ASH) HTML report.

-ashtext Collects Generate Active Session History (ASH) text report.

-awrhtml Collects Automatic Workload Repository (AWR) HTML logs.

-awrtext Collects Automatic Workload Repository (AWR) text report.

-avs Collects Audit Vault Server logs.

Related Topics

e tfactl diagcollect
Use the tfactl diagcollect command to perform on-demand diagnostic collection.
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4.3.9.6 Collecting from Specific Directories

Oracle Trace File Analyzer discovers all Oracle diagnostics and collects relevant files based on
the type and last time updated.

If you want to collect other files, then you can specify extra directories. Oracle Trace File
Analyzer collects only the files updated in the relevant time range (one hour by default).

You can configure collection of all files irrespective of the time last updated. Configure on a
directory by directory basis using the -collectall option.

To collect from specific directories:

1. To include all files updated in the last one hour:

tfactl diagcollect -collectdir dirl,dir2,...dirn

For example:

To trim and collect all Oracle Clusterware files updated in the last one hour as well as all
files from /tmp dirl and /tmp dir2 atthe initiating node:

$ tfactl diagcollect -crs -collectdir /tmp dirl,/tmpdir 2

2. To configure Oracle Trace File Analyzer to collect all files from a directory, first configure it
with the -collectall option:

$ tfactl add dir -collectall

or

tfactl modify dir -collectall

Start a diagnostic collection using the -collectalldirs option:

$ tfactl diagcollect -collectalldirs

# Note:
If the -collectalldirs option is not used normal, then the file type, name, and

time range restrictions are applied.

Related Topics

- tfactl diagcollect
Use the tfactl diagcollect command to perform on-demand diagnostic collection.
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4.3.9.7 Changing the Collection Name

Oracle Trace File Analyzer zips collections and puts the zip files in the repository directory
using the following naming format:

repository/collection date time/node all/node.tfa date time.zip

You must only change the name of the zipped files using the following options. Manually
changing the file name prevents you from using collections with various Oracle Support self-
service tools.

To change the collection name:

1. To use your own naming to organize collections:

-tag tagname

The files are collected into tagname directory inside the repository.
2. Torename the zip file:

-z zI1p name

Related Topics

« tfactl diagcollect
Use the tfactl diagcollect command to perform on-demand diagnostic collection.

4.3.9.8 Preventing Copying Zip Files and Trimming Files

By default, Oracle Trace File Analyzer Collector:

*  Copies back all zip files from remote notes to the initiating node

e Trims files around the relevant time

To prevent copying zip files and trimming files:

1. To prevent copying the zip file back to the initiating node:

-nocopy

For example:
$ tfactl diagcollect -last 1d -nocopy
2. To avoid trimming files:

-notrim
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For example:
$ tfactl diagcollect -last 1d -notrim

Related Topics

e tfactl diagcollect
Use the tfactl diagcollect command to perform on-demand diagnostic collection.

4.3.9.9 Performing Silent Collection

® To initiate a silent collection:
-silent
The diagcollect command is submitted as a background process.
For example:

$ tfactl diagcollect -last 1d -silent

Related Topics

« tfactl diagcollect
Use the tfactl diagcollect command to perform on-demand diagnostic collection.

4.3.9.10 Collecting Core Files

®  To collect core files:

—Ccores

For example:
$ tfactl diagcollect -last 1d -cores

Related Topics

- tfactl diagcollect
Use the tfactl diagcollect command to perform on-demand diagnostic collection.

4.3.9.11 Collecting Incident Packaging Service (IPS) Packages

Incident Packaging Service packages details of problems stored by Oracle Database in ADR
for later diagnosis.

Oracle Trace File Analyzer runs IPS to query and collect these packages.
Syntax

tfactl ips option
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Table 4-13 tfactl ips Command Parameters

]

Command Description

tfactl ips Runs the IPS.

tfactl ips show incidents Shows all IPS incidents

tfactl ips show problems Shows all IPS problems

tfactl ips show package Shows all IPS Packages.

tfactl diagcollect -ips -h Shows all available diagcollect IPS options.

tfactl diagcollect -ips Performs an IPS collection following prompts. You can use all the
standard diagcollect options to limit the scope of IPS
collection.

tfactl diagcollect -ips - Performs an IPS collection in silent mode.

adrbasepath adr base -
adrhomepath adr home

tfactl

diagcollect -ips

incident incident id

tfactl

diagcollect -ips

problem problem id

Collects ADR details about a specific incident id.

Collect ADR details about a specific problem id.

You can change the contents of the IPS package. Use the following options:

1. Start the collection.

2. Suspend the collection using the -manageips option.

For example:

$ tfactl diagcollect -ips -incident incident id -manageips -node local

3. Find the suspended collection using the print suspendedips option.

For example:

$ tfactl print suspendedips

4. Manipulate the package.

5. Resume the collection using the -resumeips option.

For example:

$ tfactl diagcollect -resumeips collection id

Related Topics

e tfactlips
Use the tfactl ips command to collect Automatic Diagnostic Repository diagnostic data.

4.3.10 Limit the Maximum Amount of Memory Used by Oracle Trace File

Analyzer

You can now limit the amount of memory used by Oracle Trace File Analyzer.
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# Note:

This feature is available only on Linux and only when Autonomous Health Framework
is installed using a full installation by the root user.

Memory can be limited between 150 MB and 2GB or 25% of system memory, whichever is
lower. By default, memory limits are enabled and set to the maximum.

There are various use cases including the following when Oracle Trace File Analyzer resource
limits apply:

*  When Oracle Trace File Analyzer is performing automatic diagnostic collections, for
example, when Oracle Trace File Analyzer detects an ORA-600 error has occurred and
collects diagnostics for it.

e When running on-demand collections, for example, if you run an SRDC collection at the
request of support.

e During any other Oracle Trace File Analyzer analysis such as using the tfactl analyze
command to search logs for recent errors.

Memory can be limited at either the system level using ahfctl setresourcelimit -resource
kmem Or combined system and swap memory using ahfctl setresourcelimit -resource
swmem

For example:

To limit the memory usage to only 1 GB of system memory run:

ahfctl setresourcelimit -resource kmem -value 1024

Alternatively, to limit the combined total of system memory and the swap memory to 2 GB run:

ahfctl setresourcelimit -resource swmem -value 2048

Related Topics

e ahfctl getresourcelimit
Use the ahfctl getresourcelimit command to fetch details of Oracle Trace File Analyzer
CPU and memory usage limitations.

* ahfctl setresourcelimit
Use the ahfctl setresourcelimit command to restrict the CPU and memory usage of
Oracle Trace File Analyzer.

« ahfctl unsetresourcelimit
Use the ahfctl unsetresourcelimit command to unset the limitations set on Oracle
Trace File Analyzer CPU and memory usage.

4.3.11 Limit Oracle Trace File Analyzer's CPU Usage

ORACLE

On Linux the CPU usage of Oracle Trace File Analyzer can be limited with the command
ahfctl setresourcelimit [-value value]

For example to limit Oracle Trace File Analyzer to a maximum of 50% of a single CPU use:
ahfctl setresourcelimit -value 0.5
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CPU resource limits for Oracle Trace File Analyzer can be set between a minimum of 0.5 and
maximum of 4 or 75% of available CPUs, whichever is lower. By default, the Oracle Trace File
Analyzer CPU limit is set to the maximum.

Related Topics

e ahfctl getresourcelimit
Use the ahfctl getresourcelimit command to fetch details of Oracle Trace File Analyzer
CPU and memory usage limitations.

e ahfctl setresourcelimit
Use the ahfctl setresourcelimit command to restrict the CPU and memory usage of
Oracle Trace File Analyzer.

e ahfctl unsetresourcelimit
Use the ahfctl unsetresourcelimit command to unset the limitations set on Oracle
Trace File Analyzer CPU and memory usage.

Related Topics

» tfactl setresourcelimit
Use the tfactl setresourcelimit command to restrict the CPU and memory usage of
Oracle Trace File Analyzer.

» tfactl getresourcelimit
Use the tfactl getresourcelimit command to fetch details of Oracle Trace File Analyzer
CPU and memory usage limitations.

» tfactl unsetresourcelimit
Use the tfactl unsetresourcelimit command to unset the limitations set on Oracle
Trace File Analyzer CPU and memory usage.

4.4 Proactively Detecting and Diagnosing Performance Issues for
Oracle RAC

ORACLE

Oracle Cluster Health Advisor provides system and database administrators with early warning
of pending performance issues, and root causes and corrective actions for Oracle RAC
databases and cluster nodes. Use Oracle Cluster Health Advisor to increase availability and
performance management.

Oracle Cluster Health Advisor estimates an expected value of an observed input based on the
default model, which is a trained calibrated model based on a normal operational period of the
target system. Oracle Cluster Health Advisor then performs anomaly detection for each input
based on the difference between observed and expected values. If sufficient inputs associated
with a specific problem are abnormal, then Oracle Cluster Health Advisor raises a warning and
generates an immediate targeted diagnosis and corrective action.

Oracle Cluster Health Advisor also sends warning messages to Enterprise Manager Cloud
Control using the Oracle Clusterware event notification protocol.

The ability of Oracle Cluster Health Advisor to detect performance and availability issues on
Oracle Exadata systems has been improved in this release.

With the Oracle Cluster Health Advisor support for Oracle Solaris, you can now get early
detection and prevention of performance and availability issues in your Oracle RAC database
deployments.

For more information on Installing Grid Infrastructure Management Repository, see Oracle®
Grid Infrastructure Grid Infrastructure Installation and Upgrade Guide 20c for Linux.
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e Oracle Cluster Health Advisor Architecture
Oracle Cluster Health Advisor runs as a highly available cluster resource, ochad, on each
node in the cluster.

* Removing Grid Infrastructure Management Repository
GIMR is desupported in Oracle Database 23ai. If GIMR is configured in your existing
Oracle Grid Infrastructure installation, then remove the GIMR.

*  Monitoring the Oracle Real Application Clusters (Oracle RAC) Environment with Oracle
Cluster Health Advisor
Oracle Cluster Health Advisor is automatically provisioned on each node by default when
Oracle Grid Infrastructure is installed for Oracle Real Application Clusters (Oracle RAC) or
Oracle RAC One Node database.

e Using Cluster Health Advisor for Health Diagnosis
Oracle Cluster Health Advisor raises and clears problems autonomously.

e Calibrating an Oracle Cluster Health Advisor Model for a Cluster Deployment
As shipped with default node and database models, Oracle Cluster Health Advisor is
designed not to generate false warning notifications.

*  Viewing the Details for an Oracle Cluster Health Advisor Model
Use the chactl query model command to view the model details.

e Managing the Oracle Cluster Health Advisor Repository
Oracle Cluster Health Advisor repository stores the historical records of cluster host
problems, database problems, and associated metric evidence, along with models.

e Viewing the Status of Cluster Health Advisor
SRVCTL commands are the tools that offer total control on managing the life cycle of
Oracle Cluster Health Advisor as a highly available service.

e Enhanced Cluster Health Advisor Support for Oracle Pluggable Databases
The Cluster Health Advisor (CHA) diagnostic capabilities have been extended to support
4K PDBs, up from 256 in Oracle Database 23ai.

Related Topics

e Installing Grid Infrastructure Management Repository

4.4.1 Oracle Cluster Health Advisor Architecture

Oracle Cluster Health Advisor runs as a highly available cluster resource, ochad, on each node
in the cluster.

Each Oracle Cluster Health Advisor daemon (ochad) monitors the operating system on the
cluster node and optionally, each Oracle Real Application Clusters (Oracle RAC) database
instance on the node.

The ochad daemon receives operating system metric data from the Cluster Health Monitor and
gets Oracle RAC database instance metrics from a memory-mapped file. The daemon does
not require a connection to each database instance. This data, along with the selected model,
is used in the Health Prognostics Engine of Oracle Cluster Health Advisor for both the node
and each monitored database instance in order to analyze their health multiple times a minute.

4.4.2 Removing Grid Infrastructure Management Repository

GIMR is desupported in Oracle Database 23ai. If GIMR is configured in your existing Oracle
Grid Infrastructure installation, then remove the GIMR.
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Confirm if Grid Infrastructure Management Repository (GIMR) is configured in the current
release.

srvctl config mgmtdb

# Note:

If GIMR is not configured, then do not follow this procedure.

Confirm if Oracle Fleet Patching and Provisioning (Oracle FPP) is configured in central
server mode in the current release.

srvctl config rhpserver

# Note:

If Oracle FPP is configured on your cluster, then you are recommended to use
the Oracle FPP Self-Upgrade feature for smooth migration of the metadata from
GIMR to the new metadata repository. Refer to Oracle Fleet Patching and
Provisioning Self Upgrade for more information about how to use the Oracle FPP
Self-Upgrade feature.

As the grid user, log in to any cluster node and create a new directory owned by grid to
store the GIMR deletion script.

mkdir -p $ORACLE HOME/gimrdel
chown grid:oinstall SORACLE HOME/gimrdel

Download scriptgimr.zip from the My Oracle Support Note 2972418.1 to
the $ORACLE HOME/gimrdel directory.

Extract the reposScript.sh script from the scriptgimr.zip and ensure that the grid user
has read and execute permissions on the reposScript.sh script.

unzip -q SORACLE HOME/gimrdel/scriptgimr.zip
Optional: Query and export the CHA user models.

Grid home/bin/chactl query model
Grid home/bin/chactl export model -name model name -file model name.svm

If Oracle FPP was configured in central mode, then export the Oracle FPP Metadata to re-
configure Oracle FPP after upgrading to Oracle Grid Infrastructure 23ai.

Grid home/crs/install/reposScript.sh -
export dir=dir to export Oracle FPP metadata

Run the reposScript.sh script, in delete mode, from the /gimrdel directory.

SORACLE_HOME/gimrdel/reposScript.sh -mode="Delete"
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# Note:

Oracle FPP stops working if you delete the GIMR, but do not upgrade to Oracle
Grid Infrastructure 23ai and re-configure Oracle FPP.

Related Topics

My Oracle Support Note 2972418.1

4.4.3 Monitoring the Oracle Real Application Clusters (Oracle RAC)
Environment with Oracle Cluster Health Advisor

Oracle Cluster Health Advisor is automatically provisioned on each node by default when
Oracle Grid Infrastructure is installed for Oracle Real Application Clusters (Oracle RAC) or
Oracle RAC One Node database.

ORACLE

Oracle Cluster Health Advisor does not require any additional configuration.

When Oracle Cluster Health Advisor detects an Oracle Real Application Clusters (Oracle RAC)
or Oracle RAC One Node database instance as running, Oracle Cluster Health Advisor
autonomously starts monitoring the cluster nodes. Use CHACTL while logged in as the Grid
user to turn on monitoring of the database.

To monitor the Oracle Real Application Clusters (Oracle RAC) environment:

1.

To monitor a database, run the following command:

$ chactl monitor database -db db unique name

Oracle Cluster Health Advisor monitors all instances of the Oracle Real Application
Clusters (Oracle RAC) or Oracle RAC One Node database using the default model. Oracle
Cluster Health Advisor cannot monitor single-instance Oracle databases, even if the
single-instance Oracle databases share the same cluster as Oracle Real Application
Clusters (Oracle RAC) databases.

Each database instance is monitored independently both across Oracle Real Application
Clusters (Oracle RAC) database nodes and when more than one database run on a single
node.

To stop monitoring a database, run the following command:

$ chactl unmonitor database -db db unique name

Oracle Cluster Health Advisor stops monitoring all instances of the specified database.
However, Oracle Cluster Health Advisor does not delete any data or problems until it is
aged out beyond the retention period.

To check monitoring status of all cluster nodes and databases, run the following command:

$ chactl status

Use the -verbose option to see more details, such as the models used for the nodes and
each database.

4-67


https://support.oracle.com/rs?type=doc&id=2972418.1

Chapter 4
Proactively Detecting and Diagnosing Performance Issues for Oracle RAC

4.4.4 Using Cluster Health Advisor for Health Diagnosis

ORACLE

Oracle Cluster Health Advisor raises and clears problems autonomously.

The Oracle Grid Infrastructure user can query the stored information using CHACTL.

To query the diagnostic data:

1. To query currently open problems, run the following command:

chactl query diagnosis -db db unique name -start time -end time

In the syntax example, db_unique_name is the name of your database instance. You also
specify the start time and end time for which you want to retrieve data. Specify date and
time in the YYYY-MM-DD HH24:MI:SS format.

2. Usethe -htmlfile file name option to save the outputin HTML format.
Example 4-5 Cluster Health Advisor Output Examples in Text and HTML Format

This example shows the default text output for the chactl query diagnosis command for a
database named oltpachd.

$ chactl query diagnosis -db oltpacdb -start "2016-02-01 02:52:50" -end
"2016-02-01 03:19:15"

2016-02-01 01:47:10.0 Database oltpacdb DB Control File IO Performance
(oltpacdb 1) [detected]

2016-02-01 01:47:10.0 Database oltpacdb DB Control File IO Performance
(oltpacdb 2) [detected]

2016-02-01 02:52:15.0 Database oltpacdb DB CPU Utilization (oltpacdb 2)
[detected]

2016-02-01 02:52:50.0 Database oltpacdb DB CPU Utilization (oltpacdb 1)
[detected]

2016-02-01 02:59:35.0 Database oltpacdb DB Log File Switch (oltpacdb 1)
[detected]

2016-02-01 02:59:45.0 Database oltpacdb DB Log File Switch (oltpacdb 2)
[detected]

Problem: DB Control File IO Performance

Description: CHA has detected that reads or writes to the control files are
slower than expected.

Cause: The Cluster Health Advisor (CHA) detected that reads or writes to the
control files were slow

because of an increase in disk IO.

The slow control file reads and writes may have an impact on checkpoint and
Log Writer (LGWR) performance.

Action: Separate the control files from other database files and move them to
faster disks or Solid State Devices.

Problem: DB CPU Utilization

Description: CHA detected larger than expected CPU utilization for this
database.

Cause: The Cluster Health Advisor (CHA) detected an increase in database CPU
utilization

because of an increase in the database workload.

Action: Identify the CPU intensive queries by using the Automatic Diagnostic
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and Defect Manager (ADDM) and

follow the recommendations given there. Limit the number of CPU intensive
queries or

relocate sessions to less busy machines. Add CPUs if the CPU capacity is
insufficent to support

the load without a performance degradation or effects on other databases.

Problem: DB Log File Switch

Description: CHA detected that database sessions are waiting longer than
expected for log switch completions.

Cause: The Cluster Health Advisor (CHA) detected high contention during log
switches

because the redo log files were small and the redo logs switched frequently.
Action: Increase the size of the redo logs.

The timestamp displays date and time when the problem was detected on a specific host or
database.

# Note:

The same problem can occur on different hosts and at different times, yet the
diagnosis shows complete details of the problem and its potential impact. Each
problem also shows targeted corrective or preventive actions.

Here is an example of what the output looks like in the HTML format.

$ chactl query diagnosis -start "2016-07-03 20:50:00" -end "2016-07-04
03:50:00" -htmlfile ~/chaprob.html

Figure 4-5 Cluster Health Advisor Diagnosis HTML Output

Timestamp Target Information Event Mame Detected/ Cleared

201 607403 01:49:30.0 Huost rwshid? Host CPU Utilization detectod
2016-07-03 01:49:50.0 Hast rwshi0s Host CPLUUtLzatien detoctid
'ﬂ'ﬁﬁm “5:.‘.'-1-.5*5}! Host rwshidi Host Memory Consumgption dhotectod
2016-07404 03:40-00.0 Host rwsbli? Host CPU Utilization clearad
2016-0748 03:40:05.0 Host rwshits Hast CPL Unilization ﬁﬁﬂﬁd
20160704 1:40:05,0 Haost rwwshiis Host Memory Consumption eleared

Frohlem Description Cause Action

CHA detected larger than aopected
CPU utilization on this node. The

Identify CPU Intensive processes and

Thie Cluster Health Advisor dutabases by revlewing Clustar Health

(CHA) detected an unexpected

1 v 2 % . -

ticry et celrsouceneymite | SUSURRETTL (Mo i e, Rt Senbos
failover or relocation of databases to dﬂ W or appications on US| o inections to databases on this node. Add
this poda, node. e Bl mvore Fesources are rlﬂ';ul:rlui

The Cluster Health Advisor
CHA chotectod that more memory (CHA} dstected an incrsase in
Host Memory | than expected s consumed on this memory consumpton by other [dentify the top memory consunses by using
Consumption |server. The memory is not allocated | databases or by applications not | the Chister Health Monbtor (CHM).

by ses=jons of this databaso, connected oo database on this
node.

ORACLE
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4.4.5 Calibrating an Oracle Cluster Health Advisor Model for a Cluster
Deployment

ORACLE

As shipped with default node and database models, Oracle Cluster Health Advisor is designed
not to generate false warning notifications.

You can increase the sensitivity and accuracy of the Oracle Cluster Health Advisor models for
a specific workload using the chactl calibrate command.

Oracle recommends that a minimum of 6 hours of data be available and that both the cluster
and databases use the same time range for calibration.

The chactl calibrate command analyzes a user-specified time interval that includes all
workload phases operating normally. This data is collected while Oracle Cluster Health Advisor
is monitoring the cluster and all the databases for which you want to calibrate.

1. To check if sufficient data is available, run the query calibration command.

< Note:

The query calibration command is supported only with GIMR. GIMR is
optionally supported in Oracle Database 19c. However, it's desupported in Oracle
Database 23ai.

If 720 or more records are available, then Oracle Cluster Health Advisor successfully
performs the calibration. The calibration function may not consider some data records to
be normally occurring for the workload profile being used. In this case, filter the data by
using the KPISET parameters in both the query calibration command and the calibrate
command.

For example:

$ chactl query calibration -db oltpacdb -timeranges
'start=2016-07-26 01:00:00,end=2016-07-26 02:00:00,start=2016-07-26
03:00:00,end=2016-07-26 04:00:00"'

-kpiset 'name=CPUPERCENT min=20 max=40, name=IOTHROUGHPUT min=500
max=9000"' -interval 2

2. Start the calibration and store the model under a user-specified name for the specified date
and time range.

For example:

$ chactl calibrate cluster -model weekday -timeranges ‘start=2016-07-03
20:50:00,end=2016-07-04 15:00:00

3. Use the new model to monitor the cluster as follows:

For example:

$ chactl monitor cluster -model weekday
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Example 4-6 Output for the chactl query calibrate command

Database name : oltpacdb

Start time : 2016-07-26 01:03:10

End time : 2016-07-26 01:57:25

Total Samples : 120

Percentage of filtered data : 8.32%

The number of data samples may not be sufficient for calibration.

1) Disk read (ASM) (Mbyte/sec)

MEAN MEDIAN STDDEV MIN MAX

4.96 0.20 8.98 0.06 25.68
<25 <50 <75 <100 >=100
97.50% 2.50% 0.00% 0.00% 0.00%

2) Disk write (ASM) (Mbyte/sec)

MEAN MEDIAN STDDEV MIN MAX

27.73 9.72 31.75 4.16 109.39
<50 <100 <150 <200 >=200
73.33% 22.50% 4.17% 0.00% 0.00%

3) Disk throughput (ASM) (IO/sec)

MEAN MEDIAN STDDEV MIN MAX
2407.50 1500.00 1978.55 700.00 7800.00

<5000 <10000 <15000 <20000 >=20000
83.33% 16.67% 0.00% 0.00% 0.00%

4) CPU utilization (total) (%)

MEAN MEDIAN STDDEV MIN MAX

21.99 21.75 1.36 20.00 26.80
<20 <40 <60 <80 >=80
0.00% 100.00% 0.00% 0.00% 0.00%

5) Database time per user call (usec/call)

MEAN MEDIAN STDDEV MIN MAX
267.39 264.87 32.05 205.80 484 .57

<10000000 <20000000 <30000000 <40000000 <50000000 <60000000 <70000000
>=70000000
100.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

Database name : oltpacdb

Start time : 2016-07-26 03:00:00

End time : 2016-07-26 03:53:30

Total Samples : 342

Percentage of filtered data : 23.72%

The number of data samples may not be sufficient for calibration.
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1) Disk read (ASM) (Mbyte/sec)

MEAN MEDIAN STDDEV MIN MAX

12.18 0.28 16.07 0.05 60.98
<25 <50 <75 <100 >=100
04.33% 34.50% 1.17% 0.00% 0.00%

2) Disk write (ASM) (Mbyte/sec)

MEAN MEDIAN STDDEV MIN MAX

57.57 51.14 34.12 16.10 135.29
<50 <100 <150 <200 >=200
49.12% 38.30% 12.57% 0.00% 0.00%

3) Disk throughput (ASM) (IO/sec)

MEAN MEDIAN STDDEV MIN MAX
5048.83 4300.00 1730.17  2700.00 9000.00

<5000 <10000 <15000 <20000 >=20000
63.74% 36.26% 0.00% 0.00% 0.00%

4) CPU utilization (total) (%)

MEAN MEDIAN STDDEV MIN MAX

23.10 22.80 1.88 20.00 31.40
<20 <40 <60 <80 >=80
0.00% 100.00% 0.00% 0.00% 0.00%

5) Database time per user call (usec/call)

MEAN MEDIAN STDDEV MIN MAX
744,39 256.47 2892.71 211.45 45438.35

<10000000 <20000000 <30000000 <40000000 <50000000 <60000000 <70000000
>=70000000
100.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

4.4.6 Viewing the Details for an Oracle Cluster Health Advisor Model

ORACLE"

Use the chactl query model command to view the model details.

®  You can review the details of an Oracle Cluster Health Advisor model at any time using the
chactl query model command.

For example:
$ chactl query model -name weekday
Model: weekday

Target Type: CLUSTERWARE
Version: 0S12.2 V14 0.9.8
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0S Calibrated on: Linux amd64

Calibration Target Name: MYCLUSTER

Calibration Date: 2016-07-05 01:13:49

Calibration Time Ranges: start=2016-07-03 20:50:00,end=2016-07-04 15:00:00
Calibration KPIs: not specified

You can also rename, import, export, and delete the models.

4.4.7 Managing the Oracle Cluster Health Advisor Repository

ORACLE

Oracle Cluster Health Advisor repository stores the historical records of cluster host problems,
database problems, and associated metric evidence, along with models.

# Note:

Applicable only if GIMR is configured. GIMR is optionally supported in Oracle
Database 19c. However, it's desupported in Oracle Database 23ai.

The Oracle Cluster Health Advisor repository is used to diagnose and triage periodic problems.
By default, the repository is sized to retain data for 16 targets (nodes and database instances)
for 72 hours. If the number of targets increase, then the retention time is automatically
decreased. Oracle Cluster Health Advisor generates warning messages when the retention
time goes below 72 hours, and stops monitoring and generates a critical alert when the
retention time goes below 24 hours.

Use CHACTL commands to manage the repository and set the maximum retention time.

1. To retrieve the repository details, use the following command:

$ chactl query repository

For example, running the command mentioned earlier shows the following output:

specified max retention time (hrs) : 72
available retention time (hrs) : 212
available number of entities : 2
allocated number of entities H0)
total repository size(gb) ¢ 2.00
allocated repository size(gb) . 0.07

2. To set the maximum retention time in hours, based on the current number of targets being
monitored, use the following command:

$ chactl set maxretention -time number of hours

For example:

$ chactl set maxretention -time 80
max retention successfully set to 80 hours
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# Note:

The maxretention setting limits the oldest data retained in the repository, but is
not guaranteed to be maintained if the number of monitored targets increase. In
this case, if the combination of monitored targets and number of hours are not

sufficient, then increase the size of the Oracle Cluster Health Advisor repository.

3. Toincrease the size of the Oracle Cluster Health Advisor repository, use the chactl
resize repository command.

For example, to resize the repository to support 32 targets using the currently set
maximum retention time, you would use the following command:

$ chactl resize repository -entities 32
repository successfully resized for 32 targets

4.4.8 Viewing the Status of Cluster Health Advisor

SRVCTL commands are the tools that offer total control on managing the life cycle of Oracle
Cluster Health Advisor as a highly available service.

Use SRVCTL commands to the check the status and configuration of Oracle Cluster Health
Advisor service on any active hub or leaf nodes of the Oracle RAC cluster.

# Note:

A target is monitored only if it is running and the Oracle Cluster Health Advisor
service is also running on the host node where the target exists.

1. To check the status of Oracle Cluster Health Advisor service on all nodes in the Oracle
RAC cluster:

srvctl status cha [-help]

For example:
# srvctl status cha
Cluster Health Advisor is running on nodes racNodel, racNodeZ2.

Cluster Health Advisor is not running on nodes racNode3, racNode4.

2. To check if Oracle Cluster Health Advisor service is enabled or disabled on all nodes in the
Oracle RAC cluster:

srvctl config cha [-help]
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# srvctl config cha

Cluster Health Advisor is enabled on nodes racNodel,
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racNode2.

Cluster Health Advisor is not enabled on nodes racNode3, racNode4.

4.4.9 Enhanced Cluster Health Advisor Support for Oracle Pluggable

Databases

The Cluster Health Advisor (CHA) diagnostic capabilities have been extended to support 4K

PDBs, up from 256 in Oracle Database 23ai.

Going forward, this is crucial for Oracle Autonomous Database deployments. CHA's problem
detection and root cause analysis will be improved by considering DB events such as
reconfiguration. This improves detection, analysis, and targeted preventative actions for

problems such as instance evictions.

4.5 Collecting Operating System Resources Metrics

CHM is a high-performance, lightweight daemon that collects, analyzes, aggregates, and
stores a large set of operating system metrics to help you diagnose and troubleshoot system

ORACLE

issues.

Supported Platforms

Linux, Microsoft Windows, Solaris, AlX, IBM Z Series, and ARM

Why CHM is unique

CHM

Typical OS Collector

Last man standing - daemon runs memory locked,
RT scheduling class ensuring consistent data
collection under system load.

Inconsistent data dropouts due to scheduling
delays under system load.

High fidelity data sampling rate, 5 seconds. Very
low resource usage profile at 5-second sampling
rates.

Running multiple utilities creates additional
overhead on the system being monitored, and
worsens with higher sampling rates.

High Availability daemon, collated data collections
across multiple resource categories. Highly
optimized collector (data read directly from the
operating system, same source as utilities).

Set of scripts/command-line utilities, for example,
top, ps, vmstat, iostat, and so on re-directing
their output to one or more files for every collection
sample.

Collected data is collated into a system snapshot
overview (Nodeview) on every sample, Nodeview
also contains additional summarization and
analysis of the collected data across multiple
resource categories.

System snapshot overviews across different
resource categories are very tedious to collate.

Significant inline analysis and summarization
during data collection and collation into the
Nodeview greatly reduces tedious, manual, time-
consuming analysis to drive meaningful insights.

The analysis is time-consuming and processing-
intensive as the output of various utilities across
multiple files needs to be collated, parsed,
interpreted, and then analyzed for meaningful
insights.
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CHM Typical OS Collector

Performs Clusterware-aware specific metrics None
collection (Process Aggregates, ASM/OCR/VD disk
tagging, Private/Public NIC tagging). Also provides

an extensive toolset for in-depth data analysis and
visualization.

e Understanding Cluster Health Monitor Services
Cluster Health Monitor uses system monitor (osysmond) service to collect operating system
metrics.

e Collecting Cluster Health Monitor Data
Collect Cluster Health Monitor data from any node in the cluster.

e Operating System Metrics Collected by Cluster Health Monitor
Review the metrics collected by CHM.

* Detecting Component Failures and Self-healing Autonomously
Improved ability to detect component failures and self-heal autonomously improves
business continuity.

4.5.1 Understanding Cluster Health Monitor Services

Cluster Health Monitor uses system monitor (osysmond) service to collect operating system
metrics.

About the System Monitor Service

The system monitor service (osysmond) is a real-time monitoring and operating system metric
collection service that runs on each cluster node. The system monitor service is managed as a
High Availability Services (HAS) resource.

osysmond persists the collected operating system metrics under a directory in ORACLE_BASE.

Metric Repository is auto-managed on the local filesystem. You can change the location and
size of the repository.

* Nodeview samples are continuously written to the repository (JSON record)
e Historical data is auto-archived into hourly zip files

* Archived files are automatically purged once the default retention limit is reached (default:
200 MB)

4.5.2 Collecting Cluster Health Monitor Data

Collect Cluster Health Monitor data from any node in the cluster.

Oracle recommends that you run the tfactl diagcollect command to collect diagnostic data
when an Oracle Clusterware error occurs.
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4.5.3 Operating System Metrics Collected by Cluster Health Monitor

Review the metrics collected by CHM.

ORACLE

Overview of Metrics

CHM groups the operating system data collected into a Nodeview. A Nodeview is a grouping
of metric sets where each metric set contains detailed metrics of a unique system resource.

Brief description of metric sets are as follows:

* CPU metric set: Metrics for top 127 CPUs sorted by usage percentage

» Device metric set: Metrics for 127 devices that include ASM/VD/OCR along with those
having a high average wait time

* Process metric set: Metrics for 127 processes

Top 25 CPU consumers (idle processes not reported)

Top 25 Memory consumers (RSS < 1% of total RAM not reported)

Top 25 I/O consumers

Top 25 File Descriptors consumers (helps to identify top inode consumers)

Process Aggregation: Metrics summarized by foreground and background processes
for all Oracle Database and Oracle ASM instances

* Network metric set: Metrics for 16 NICS that include public and private interconnects

* NFS metric set: Metrics for 32 NFS ordered by round trip time

* Protocol metric set: Metrics for protocol groups TCP, UDP, and IP

* Filesystem metric set: Metrics for filesystem utilization

* Critical resources metric set: Metrics for critical system resource utilization

CPU Metrics: system-wide CPU utilization statistics

Memory Metrics: system-wide memory statistics

Device Metrics: system-wide device statistics distinct from individual device metric set
NFS Metrics: Total NFS devices collected every 30 seconds

Process Metrics: system-wide unique process metrics

CPU Metric Set

Contains metrics from all CPU cores ordered by usage percentage.

Table 4-14 CPU Metric Set
]

Metric Name (units) Description

system [%] Percentage of CPU utilization occurred while
running at the system level (kernel).

user [%] Percentage of CPU utilization occurred while
running at the user level (application).

usage [%] Total utilization (system[%] + user[%]).

nice [%] Percentage of CPU utilization occurred while

running at the user level with nice priority.
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Metric Name (units)

Description

ioWait [%]

Percentage of time that the CPU was idle during
which the system had an outstanding disk 1/0
request.

steal [%]

Percentage of time spent in involuntary wait by the
virtual CPU while the hypervisor was servicing
another virtual processor.

Device Metric Set

Contains metrics from all disk devices/partitions ordered by their service time in milliseconds.

Table 4-15 Device Metric Set

Metric Name (units)

Description

ioR [KB/s] Amount of data read from the device.

ioW [KB/s] Amount of data written to the device.

numlOs [#/s] Average disk 1/0O operations.

glLen [#] Number of I/O queued requests, that is, in a wait

State.

aWait [msec]

Average wait time per 1/O.

svcTm [msec]

Average service time per 1/O request.

util [%]

Percent utilization of the device (same as '%util
metric from the iostat -x command. Represents
the percentage of time device was active).

Process Metric Set

Contains multiple categories of summarized metric data computed across all system

processes.

Table 4-16 Process Metric Set

Metric Name (units) Description

pid Process ID.

pri Process priority (raw value from the operating
system).

psr The processor that process is currently assigned to
or running on.

pPid Parent process ID.

nice Nice value of the process.

state State of the process. For example, R->Running,
S->Interruptible sleep, and so on.

class Scheduling class of the process. For example, RR-
>RobinRound, FF->First in First out, B-
>Batch scheduling, and so on.

fd [#] Number of file descriptors opened by this process,

which is updated every 30 seconds.
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Metric Name (units)

Description

name Name of the process.

cpu [%] Process CPU utilization across cores. For example,
50% => 50% of single core, 400% => 100% usage
of 4 cores.

thrds [#] Number of threads created by this process.

vmem [KB] Process virtual memory usage (KB).

shMem [KB] Process shared memory usage (KB).

rss [KB] Process memory-resident set size (KB).

ioR [KB/s] 1/0 read in kilobytes per second.

ioW [KB/s] 1/0O write in kilobytes per second.

ioT [KB/s] I/O total in kilobytes per second.

cswch [#/s]

Context switch per second. Collected only for a few
critical Oracle Database processes.

nvcswch [#/s]

Non-voluntary context switch per second. Collected
only for a few critical Oracle Database processes.

cumulativeCpu [ms]

Amount of CPU used so far by the process in
microseconds.

NIC Metric Set

Contains metrics from all network interfaces ordered by their total rate in kilobytes per second.

Table 4-17 NIC Metric Set

Metric Name (units)

Description

name Name of the interface.

tag Tag for the interface, for example, public, private,
and so on.

mtu [B] Size of the maximum transmission unit in bytes
supported for the interface.

rx [Kbps] Average network receive rate.

tx [Kbps] Average network send rate.

total [Kbps]

Average network transmission rate (rx[Kb/s] +
tx[Kb/s]).

rxPkt [#/s]

Average incoming packet rate.

txPkt [#/s]

Average outgoing packet rate.

pkt [#/s]

Average rate of packet transmission (rxPkt[#/s] +
txPkt[#/s]).

rxDscrd [#/s]

Average rate of dropped/discarded incoming
packets.

txDscrd [#/s]

Average rate of dropped/discarded outgoing
packets.

rxUnicast [#/s]

Average rate of unicast packets received.

rxNonUnicast [#/s]

Average rate of multicast packets received.

dscrd [#/s]

Average rate of total discarded packets (rxDscrd +
txDscrd).
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Table 4-17 (Cont.) NIC Metric Set
]

Metric Name (units) Description

rxErr [#/s] Average error rate for incoming packets.

tXErr [#/s] Average error rate for outgoing packets.

Err [#/s] Average error rate of total transmission (rxErr[#/s]
+ tXErr[#/s]).

NFS Metric Set

Contains top 32 NFS ordered by round trip time. This metric set is collected once every 30
seconds.

Table 4-18 NFS Metric Set
]

Metric Name (units) Description

op [#/s] Number of read/write operations issued to a
filesystem per second.

bytes [#/sec] Number of bytes read/write per second from a
filesystem.

rtt [s] This is the duration from the time that the client's

kernel sends the RPC request until the time it
receives the reply.

exe [s] This is the duration from that NFS client does the
RPC request to its kernel until the RPC request is
completed, this includes the RTT time above.

retrains [%] This is the retransmission's frequency in
percentage.

Protocol Metric Set

Contains specific metrics for protocol groups TCP, UDP, and IP. Metric values are cumulative
since the system starts.

Table 4-19 TCP Metric Set

_________________________________________________________________________________|
Metric Name (units) Description

failedConnErr [#] Number of times that TCP connections have made
a direct transition to the CLOSED state from either
the SYN-SENT state or the SYN-RCVD state, plus
the number of times that TCP connections have
made a direct transition to the LISTEN state from
the SYN-RCVD state.

estResetErr [#] Number of times that TCP connections have made
a direct transition to the CLOSED state from either
the ESTABLISHED state or the CLOSE-WAIT

state.

segRetransErr [#] Total number of TCP segments retransmitted.

rxSeg [#] Total number of TCP segments received on TCP
layer.

txSeg [#] Total number of TCP segments sent from TCP
layer.
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Table 4-20 UDP Metric Set

_________________________________________________________________________________|
Metric Name (units) Description

unkPortErr [#] Total number of received datagrams for which there
was no application at the destination port.

rxErr [#] Number of received datagrams that could not be
delivered for reasons other than the lack of an
application at the destination port.

rxPkt [#] Total number of packets received.
txPkt [#] Total number of packets sent.

Table 4-21 IP Metric Set
]

Metric Name (units) Description

ipHdrErr [#] Number of input datagrams discarded due to errors
in their IPv4 headers.

addrErr [#] Number of input datagrams discarded because the

IPv4 address in their IPv4 header's destination field
was not a valid address to be received at this entity.

unkProtoErr [#] Number of locally-addressed datagrams received
successfully but discarded because of an unknown
or unsupported protocol.

reasFailErr [#] Number of failures detected by the IPv4
reassembly algorithm.

fragFailErr [#] Number of IPv4 discarded datagrams due to
fragmentation failures.

rxPkt [#] Total number of packets received on IP layer.

txPkt [#] Total number of packets sent from IP layer.

Filesystem Metric Set

Contains metrics for filesystem utilization. Collected only for GRID_HOME filesystem.

Table 4-22 Filesystem Metric Set
]

Metric Name (units) Description

mount Mount point.

type Filesystem type, for example, etx4.

tag Filsystem tag, for example, GRID_HOME.
total [KB] Total amount of space (KB).

used [KB] Amount of used space (KB).

avbl [KB] Amount of available space (KB).

used [%] Percentage of used space.

ifree [%] Percentage of free file nodes.

System Metric Set

Contains a summarized metric set of critical system resource utilization.
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Table 4-23 CPU Metrics
]

Metric Name (units) Description

pCpus [#] Number of physical processing units in the system.

Cores [#] Number of cores for all CPUs in the system.

vCpus [#] Number of logical processing units in the system.

cpuHt CPU Hyperthreading enabled () or disabled (N).

osName Name of the operating system.

chipName Name of the chip of the processing unit.

system [%] Percentage of CPUs utilization that occurred while
running at the system level (kernel).

user [%] Percentage of CPUs utilization that occurred while
running at the user level (application).

usage [%] Total CPU utilization (system[%] + user[%]).

nice [%] Percentage of CPUs utilization occurred while
running at the user level with NICE priority.

ioWait [%] Percentage of time that the CPUs were idle during
which the system had an outstanding disk 1/0
request.

Steal [%] Percentage of time spent in involuntary wait by the

virtual CPUs while the hypervisor was servicing
another virtual processor.

cpuQ [#] Number of processes waiting in the run queue
within the current sample interval.

loadAvgl Average system load calculated over time of one
minute.

loadAvg5 Average system load calculated over of time of five
minutes.

loadAvg15 Average system load calculated over of time of 15

minutes. High load averages imply that a system is
overloaded; many processes are waiting for CPU

time.

Intr [#/s] Number of interrupts occurred per second in the
system.

ctxSwitch [#/s] Number of context switches that occurred per

second in the system.

Table 4-24 Memory Metrics
]

Metric Name (units) Description

totalMem [KB] Amount of total usable RAM (KB).

freeMem [KB] Amount of free RAM (KB).

avblMem [KB] Amount of memory available to start a new process
without swapping.

shMem [KB] Memory used (mostly) by tmpfs.

swapTotal [KB] Total amount of physical swap memory (KB).

swapFree [KB] Amount of swap memory free (KB).

swpln [KB/s] Average swap in rate within the current sample

interval (KB/sec).
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Table 4-24 (Cont.) Memory Metrics

Metric Name (units) Description

swpOut [KB/s] Average swap-out rate within the current sample
interval (KB/sec).

pgin [#/s] Average page in rate within the current sample
interval (pages/sec).

pgOut [#/s] Average page out rate within the current sample
interval (pages/sec).

slabReclaim [KB] The part of the slab that might be reclaimed such
as caches.

buffer [KB] Memory used by kernel buffers.

Cache [KB] Memory used by the page cache and slabs.

bufferAndCache [KB] Total size of buffer and cache (buffer[KB] +
Cache[KB]).

hugePageTotal [#] Total number of huge pages present in the 